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DUAL PROPERTIES OF ELASTIC STRUCTURES

Chen Baiping

SUMMARY

It does not make any difference if one is considering a one-

dimensional, two-dimensional or three-dimensional problem in the

statics of elastic bodies; any such consideration always.involves

four function vectors. These are displacement, strain, stress and

distributed-load function vectors, i.e.,

With the scope of the study of linear forces, the set of partial

differential equations which is obtained is of a self-adJoint type.

Because of this, elastic bodies are naturally self-adjoint systems

(Section 1); they are built on the two foundation stones set out

below:

(Assumption I) There exists the geometrical operator-matrix

(a) which satisfies the geometrical relation

{e(x,y,z) I= Ea]{(x, v,z) j
l~i l'm mini

The equation above means that the cisplacement function vector

determines the strain function vector.

(Assumption II) There exists an .quilibrium operator.matrix

(h) which satisfies the equilibrium relationship
15(z,y,z) = h3ja(x,y,z)}

m-1 m01 1,1

The equation above means that the distributed load function vector

is determined by the stress function vector.

In Section 1, there was an analysis of a three-dimensional

elastic body. In such a case, it is always possible to obtain a

self-adjoint system; however, the solution required is difficult.

Normally, one would use a finite element technique in order to

obtain an approximate solution. This method can be further divided
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into two stages. These stages have six steps in them all together

and they run generally as shown below.

(Stage One) The Modeling Stage. This stage is further divided

into steps (i, ii and iii).

(i) Take the elastic body and divide it up into finite ele-

ments. In tne elastic body, choose a finite number of points (say

J of them), and let all of them be called the nodal points. If one

connects the nodal points, then, by doing so, he divides the elas-

tic body into a finite number of elastic body elements.

Each of the elastic body elements will employ four function

vectors. If we take a one-dimensional elastic body as an example,

then, these function vectors are:
40Wxq' .Wex)'. {OWx'l, 4 (x)'}
rnc'l 1/,1 l.11I m4'l

Concerning the application of model analysis to these elements, the

main thing is to cause the strain state or the stress state to

approximate the real state or condition. It is best to begin from

the estimate of the internal energy density d
-

dx"

If we are dealing with the case in which

dU' 1
dx " =  j (e1(x) el (x)'+ ... + ei(x) ej.(xV)'),

then, we may assume the strain function vector, the elasticity

moduli function square matrix and the stress function vector are

(t 1(x)),

e j(
16.1 1 { 81,OW ]

ez(x)

I (e 2(x) " 1(x) ) (x) )
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Or, if we assume that

dU'-d--= - (/,(X) at(), +-... +/,f ,,(x) W),

Then we may assume that

(o~() ) fa~1 W(I(x W 1 x a I (X) e ), ) = .' [f(x)'J = ( e(x)') = " = :

14.1 -aj~ 15 .).410 AWl L a(xJf,U) c(x) 8"&() 1

To summarize, the 14 components in {e(x)' or fa(x)' should be

made linearly independent and they should also satisfy the rela-

tionship

dU' I
- 2-=-L0(X) J 48(x)I.,

moreover, they should embody the physical relationship

4O(x)') = Ee(x)'{e(x)'} or e(x)' = Ef(X)'34a(x)'}.
!,.1 l,.I, /S-1 o, , ,.i, l'.l, I,. I

(ii) Make sure whether or not (a) and (h) exist. Concerning

the two foundation stones on which self-adjoint systems rest, that

is to say, the assumptions concerning form and the forces involved,

whether or not they are continuously existent and whether or not

the two operator matrices, [ai] and £hi], which satisfy the geo-

metrical relationship and equilibrium relationship set out below,

i.e.,

je(x)'j = Ea'3 40,(x)% 4 (x)' = EA'3 io(x)')
! .;.l 1 .M , m ,'l M .1 M ,.4 , 1'.1

are continuously existent or not has a very large influence on the

computational operations which follow.

At the end of step (ii), it is possible to take the distri-

buted load (x)'),, on the ith element and replace it at the nodal

points with the equivalent structural load W(x)')--O0..



(iii) Take the ith element and convert it into the struc-

tural member i, that is to say, take the four function vectors and

turn them into four definite-value vectors:

Here, {i is the external force on the two ends of the member i.

As far as effects on the four definite-value vectors go, the limits

are also present in the form set out below

2 2

Also, it is required that it be possible for corresponding function

vectors and definite-value vectors to represent each other. This

is very convenient for the derivation of formulae and for computa-

tions. For example, from (e(x)') it is possible, by employing the
It- I jel, {e'i.operator matrix, to solve for v.i ; from ),-I , by employing aux-

iliary functions, it is possible to solve for ie(X)'), and so on.

Moreover, this explains the following:

If [aiI holds, then the geometrical matrix [ai ] which satis-

fies the geometrical relationship {'1=[a']6'l. also holds. If

CA') holds, then, the equilibriun matrix [h'3 , which satifies

the equilibriLm relationship 10'} = h']ic, also holds. If [a i arn [h I
both hold, then, [h'] =

(Stage Two) The struictural computation stage. This stage can

also be broken down, this time into steps (iv, v and vi).

(iv) Take all the free structural members and assemble them

together. In this way, we can obtain the assembled structure. Its

four assembly vectors (which can also be called collection vectors)

are

401 40,



(v) Let us assume .that the structure has N rigid roller

joints all together. Cancel all zero displacements at rigid roller

joints and cancel the unknown restraining forces at the rigid

Joints. If one does so, then it is possible to obtain the four

generalized vectors W, 40, 46 & 10. In this case, the external'1 All All 14-1
or known load vector 41 is a quantity which is

already known.

(vi) Solve this elastic structure problem

It is easy to see that both one-dimensional beams and plane

trusses are self-adJoint systems and can be easily solved. If we

study these cases which are easily solved, then we can better under-

stand the nature of self-adjoint systems.

This article points out that, through the analysis of one-

dimensional beams, it is possible to reach the onclusion below.

This conclusion is that, in the modeling analysis of the elements

of elastic bodies, the observation of whether or not the two cor-

nerstone assumptions, that is, Assumption I and Assumption II,

remain in effect or not will influence the calculations which come

later. In specific terms, one can say:

Ca'
(i) If Assumption I remains in effect (that is, if

exists), then all the various matrices in the steps which follow

also exist, that is

Ca'], Ca), Ca]

(This type of structure can be called a fixed-form structure).

(ii) If Assumption II remains in effect (that is, if

exists), then all the equilibrium matrices which occur in the

steps that follow also exist, that is

Eh], [h], [h]
5P'.A A
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(This structure may also be called a fixed-force structure).

On the basis of the discussion above, it is possible to

divide elastic structures into four types:

Type A (fixed-form and fixed-force structures) [a]& [h],,A

both exist.

Type B (fixed-form, non-fixed-force structures) CaJ exists

and Ch]AJ does not exist.

Type C (fixed-force, non-fixed form structures) ChJ, exists

and Cal,,, does not exist.

Type D (structures of a mixed type) [a], and EhlA. are

both unclear. (Note) D-type structures are not within the scope

of the discussion in this article.

This article also points out with great emphasis the fact

that each of the three types of structures discussed above has

one method of solution which suits it best, for example:

A-type structures use the direct rigidity or stiffness method

[2];

B-type structures use the generalized strain method [3"]. It

i-s possible to overdo this method so that one ends up with the

direct rigidity or stiffness method;

C-type structures use the generalized stress method [3].

If we utilize the general requirements for elastic structures,

that is to say, structural assumptions (1), (2a), (2b), (3a) and

(3b), then we can rigorously deduce these three types of methods.

Moreover, if we take as an example a planar truss, then we can

explain the computational process involved in the three methods

mentioned above.

6



It is worth pointing out the fact that an A-type structure

and a B-type structure, under conditions of full duality, possess

a characteristic which is extremely convenient and fortunate.

This characteristic is that, when one is using the generalized

strain m-thod, it is possible to deduce the full formula for the

generalized stress method; this also works out the other way

around. In other words, these three types of methods are very

conveniently mutually related or interchangeable; the amount of

work involved in each method is also generally equal.

If this is so, then which method is actually best? The feel-

ing of the author is that this is strictly related to the physical

quantities which are required in a particular problem; let me

explain by means of two examples. (1) In a vibration problem,

if one is looking for the mode (or displacement), then the direct

rigidity or stiffness method is the best. (2) If one is finding

the unknown design parameter values in a minimum weight problem,

then it is relatively more convenient to employ the generalized

strain method [43. The reason for this is the fact that it is

much easier to adjust the value of [e],. than it is to adjust the

value of [k.. ..

It is unfortunate that most of the authors who write on the

subject of finite element methods only consider the aspects of it

which relate to the area of elasticity theory and almost completely

ignore all aspects of these techniques which relate to the area of

the mechanics of the structures. It is also true that these authors

usually take the results they obtain and put them together into the

form of standardized rigidity matrices (when, in fact, these results

were obtained by converting back from other methods). Using this

type of approach does not allow an opportunity to clearly explain

the generalized strain and generalized stress methods; it also

leaves no room for selecting the most appropriate method of solution

to be used in the various different types of problems.
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*The author would like to express his thanks to Professor

Hu Pei Yuan and Instructor Tang Xuan Chun for the help which they

gave him during the process of compiling this article.

SECTION 1. ANY ELASTIC BODY IS BASICALLY A SELF-ADJOINT

SYSTEM WITHIN THE REALM OF LINEAR DYNAMICS I
According to the theory of homogeneous elastic dynamics, all

three-dimensional elastic bodies have four types of physical quan-

tities associated with them. These are distributed load (such as

body force), stress, strain and displacement and they are all

functions of x, y and x. Consequently, we will use four function

vectors to represent them. These are

{' (x,y,z)J, a(x,y,z)h {e(x,y,z) , 40(x,y,z)(.

Practically speaking, these vectors are

a, I ."
a. e

The units for the various component vectors are respectively kg/cm3,

kg/cm? and 1 to the cm.

In order to prevent the selection and use of these vectors

in an arbitrary manner, let us fix the ways in which they may be

arranged together by twos as follows. In a differentiated body,

* the external load work is

dW= -'LJ J dx dy dz, (1.2)

2S 8J



In a differentiated body-, the internal energy is

dU = -LJ ae dx dy dz. (1.2)'

Between the four vectors, there are three relationships as set

out below:

10 geometrical relationship

J=[a] (oil (1.3)

6.1 6-3 3-1

20 physical relationship

iI=[4e ]e h (1.4)
6-1 6.6 6-1

30 equilibrium relationship

.{MT.=C l Z aI . (!1.5)
3-1 3.6 6-1

In this case, [a] is called the geometrical computation matrix;

[e] is called the square matrix for generalized elasticity modu.lus

and [h] is called the equilibrium computation matrix.

Let us utilize the computations below

ax ay . D z (1.6)

as well as these computational square matrices

D- [ Lo. . o(1.6
3-3 3-3I D,[ D l. D.

If we give some consideration to the fact that

au uV 8w
e,=ax' aa=-y--+-, etc...

it then follows that the geometrical computational matrix

[a=]=f D , 9 (1.7)6"3 LDS is

9



.In this case, the square matrix of the modulus of elasticity

(e)6x6, becomes

l= (1.8)

3-3.

In this case, the square matrix for the modulus. of homogeneous

linear elasticity in various directions is (note that attention

should be paid to the calculations which are not contained in

these).

[eJ=2G1 ]e1 1 i], [e]=[G G (1.8')
Cl=G 1 1 P 11 '

If we give some. thought to the equilibrium equation for the diff-

erentiated.body, then
a.y += -- a CF.. , ......

\ax ay 8:i)

and so on, and so on. It follows from this that the computational

matrix for equilibrium is

[A]=-Dl, -D,]. (1.9)
3-6

From equations (1.3), (1.4) and (1.5), it is possibie to obtain

the partial differential equation of Lame which relates to dis-

placement

[ (1.10)

3.1 3-33-1

In this case, [k] is the Lame computational square matrix or, as

it is also. called, the computational matrix for "rigidity" in elas-

tic bodies, that is

EkJ= [A] e)Eal = - ED,] Eel] EDI]-ED[J Ce]EDa]. (1.11)
3.3 36 6-6 6-3

•The actual form of the set of partial differential non-homogeneous

linear equations of Lame is

10



ax

G 8!I=' { ' (I -12 y(.10'),dw J ae3
az

In this case, d= + +- is the Laplacian result and e
is the divergence of the displacement vectors, O= -+ -

Below we will explain the fact that [k] is the comput at ional
matrix for a self-adJoint system.

As a starter, we will begin talking about the one-dimensional

partial result D=- . A certain one-dimensional near result

is

P= a,(x) 1 +a(x) D+a(x) D, + - +a.D4,

The coefficient a i(x) possesses a derived continuity function

between the limits of 0 and (n-i). When this result is used in

the function v(x), then one obtains

P v(x) = as(x) v(x) +a(x) v'(x)+ + a,(x) v('"(x),

When this is used in the function u(x), then one obtains

7Pu(x) = a,(x) u(x) - (a~u)' + (au) + .+ ( - j) (a.u)'*

It is possible to verify the fact that the self-adjoint

operator of P is also fundamentally the same as P . It

follows from this that P and P are mutually adjoint. They

are also similar to the linear operations whose forms are ex-

plained below:

q=e, -D(el D) + D'(e, DI) . (1.13)

q W(x) = e.1V- (eY')' + (e'INV ...... )

If we can assume that =q, , then the operation q is called a

self-adjoint operator.

Concerning the two operator matrices [a] and [b], , if their

corresponding elements are mutually self-adjoint, that is to

say that

11



bi=( ), i= 1,2,'.., I, j= 1,2,..., in (1.14)

then, they are called mutually self-adjoint operator matrices;

it is possible to use
Eb],. = Ca].)

to illustrate this. If an operator matrix is mutually adjoint

with itself, then it is called a self-adjoint operator matrix.

For example, if Cc] is a symmetrical function square matrix,

then the three products

[a][e][a]

are self-adjoint operator square matrices. The definitions and

conclusions above make it possible to extend what has already been

said to a situation in which one is dealing with many dimensions.

From qquations (1.7) and (1.9), it is possible to see that

geometrical operator matrices and equilibrium operator matrices

[h] are actually self-adjoint matrices; [e] (see equation (1.8))

is a symmetrical function square matrix (non-inclusive operation).

It follows from this that the Lame square operator matrix, [k],

is a self-adjoint square operator matrix.

In the general run of problems dealing with linear elastic

bodies, the distributed load{ (xY,_ifis already known. If we are

speaking in theoretical terms, then on the basis of the partial

differential equations of Lame as well as actual boundary conditions,

it is possible to solve the displacement function 40(x,y,z).

On the basis of this, it is possible to say that elastic bodies

are self-adjoint systems. (Self-adJoint systems = self-adjoint

partial differential equations + sufficiently good actual boundary

conditions).

If we are speaking from a practical point of view, Lame equa-

tions as well as other tyoes of partial differential equations

are all very difficult to solve for precise answers. The decade

of the 1950's saw the emergence of the finite element method of

12
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solution. The object of this method was to first set up a way

to figure out the physical quantities associated with certain

selected points (these points can be called "nodal points") (the

most important of these physical quantities are displacement and

stress). These quantities must be determined to a definite degree

of exactitude. After this is done, then it is possible to figure

out the physical quantities which are associated with other points.

If we take these nodal points and consider them to be end points or

peaks, then we will have divided the elastic body under study into

finite elements; these finite elements can be called the elements

of the elastic body. The other steps which can be taken will be

seen in sections which follow.

SECTION 2. THE TWO STAGE FINITE ELEMENT METHOD

The measures which are taken as part of the finite element

solution method can be generally included in two stages: 10 the

modeling stage and 20 the structural computation stage. Each of

these stages can be further divided into three steps, making six

steps in all; each of these steps is dealt with separately below.

10 the modeling stage: CStep one) Take the ith elastic body

element (i) and on the basis of its condition in terms of .stress

and strain, abstract it into the form of a dynamic model. By sim-

plifying, we can clearly determine the four function vectors for

the element of the elastic body under study, that is to say, dis-

placement, strain, stress and distributed load as well as their

various matrices. If we take a one-dimensiona-l beam element as an

example, these four function vectors would respectively be

Mel i,1 1,.1 i,- I

In this case, the one-dimensional variable is x, the independent

displacement is v(x), and the distributed load is f(x), ,n=l.

13



The unit of length of strain energy is

dUj I.. j' =l e, v' + e,(v1)Z+ C&(V,)1)._ ...

In this case, e,=K(x) is the basic coefficient of rigidity

or stiffness for the elastic body (kg/cm 2); e.:N(x) is.the

internal axial force (kg/cm with a pull force being positive);

e2 =Erxy7 (kg/cm 2 ) is always positive. We can take the three quan-

tities above to be the permanent characteristics of beams and

these do not vary with changes in external loading or displacement.

The standard second-degree equation which can be written for

the strain function vector {e(x)' of dU' is
dx 

i

dU' 1
= Lt(e:.J e., ,, (2.1)

If we carry out a comparison, we then obtain square matrices for

the modulus of elasticity and the strain function vector of the

beam element involved; the nature of these matrices is as follows:

~ '(X) es U~() = N(x),. J{'l v(x) . ei(x)J I. EI(x)

Let us also define it to be true that the stress function vector

4o ,)),,x and 44<,f satisfies the corresponding relationship

dUf - - ( |

Acting as a sort of. limit on {a(r,)"j and je{,,j. _ , the physical

relationship between the elements of these two is

*, [ •(a), (2.3)

Acting as another type of limit, the displacement 40, and them'l1

distributed load c',} satisfy the corresponding relationship

14



dx =2 I.M

If, in the case of a one-dimensional beam element, we chose

c'4={?(x)', 1y40,={u(x) , then the work done by the distri-

buted load per unit of length is as shown in the solution set

of equation (2.4).

(Step two) In a modeling analysis of the elastic body ele-

ment, one should first pay attention to whether or not the

assumptions listed below are in effect or not.

(i) The fixed-form assumption;

ie'} = Ea'] p'pl (2.5)
,'1 I.:mvm4,n geometrical relationship

(ii) The fixed-force assumption:

4.5'1 = Ch'] {a') (2.6)
m"1 ml' 10m1 equilibrium relationship

It is also necessary to pay attention to whether or not the geo-

metrical operator matrices for the element [a] and the equili-

brium operator matrices for the elements CAI exist.

On the basis of what determination is made about this point,

there are four different types of situations in which the elements

of an elastic body can find themselves, that is

(i)a'3[h]both exist (it is possible to demonstrate that the

two of them are mutually adjoint); an element for which this is

true is called a self-adjoint element. The three types of elements

which follow are all not self-adjoint elements.

(ii) ['. exists and Ch'j does not exist. This type of ele-

ment is called a fixed form-non-fixed force element.

15



et,, = v' = [a'] {,0, (2.5')

It can be seen that the geometrical operator matrix [a] does

exist: This establishes the geometrical relationship
[a'=[D(the establishment of the fixed form assumption).

From the physical relationship (2.3), it is possible to

obtain the component vectors 1 of la(x)' ; moreover, this ex-

plains the physical significance of them, that is

(KWx vWx ) (+Q') (equil1ibrium e'lement)
O(c'.,= WN(x) v'(x) Q+M' ( " " (2.3')
I' Elx) v'(x) J M I (modeling analysis)

In this case, Q and M are the shear force and strain matrices

(employing a beam standard).

By eliminating Q and M, one can then obtain the equilibrium

relationship between the distributed load vector 4?(x]'} and the

stress function vector 4oq'i , that is

{V"1 =Eh'] 4oa}.

In this case the equilibrium operator matrix is

Ch']=Ci[, -D, DJ.

it can be seen that the fixed-force assumption is in effect. More-

over, the two operator matrices [a'] and Ch'] are mutually adjoint.

The non-homogeneous linear differential equation for the beam

.elements is

'= [kJ {v()'

=, -D, D e,(x) D Wv(x),

16



If we simplify the standard i above, we can then write the differ-

ential equation for the curve of the beam elements, that is

?(x) = K(x) v(x) - (N(x) v'(x))'+(E(I(x) Vx)), (2.7)

And again, due to the actual nature of its boundary conditions, it

follows that we can know that a one-dimensional beam element is a

self-adjoint system.

Due to the fact that a one-dimensional beam is susceptible

to solution, this article will discuss it in somewhat more detail

as follows. Let us assume that its solution is

v(x)=v'(x)+ (X)Jic}, (2.8)

in this case, v(x) is a certain special solution to the non-

homogeneous differential equation C2.7); it is also true that

LO(x)J=L¢,(X), O&(W, O,W , 0,(x)j,.

are a set of linear independent auxiliary functions and they satis-
fy the homogeneous linear equation Ck]v(x)=O ; moreover, (.j= 1

is an integral constant vector; 4 equals the step func-

tion of the differential equation and {c} is decided

by four boundary conditions.

The two end boundary values for beam elements are organized

from or consist of the displacement of the two end boundaries and

the external forces of the two end boundaries. The displacement

vectors of the two end boundaries include the degree of deflection

or buckling of the two ends v(o) and u(j) as well as the deflection

angles of the two ends v'(o) and v'(L) ; we can simplify

matters by the use of {But for purposes of representation; CB]

is the boundary displacement operator for the elements concerned,

that is

17
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V.

V( = "v(x)= [ B ]J(x) {B v .

ul) L,-

The external force vectors for the two end boundaries include

the concentrated forces for the two ends Y(o) and Y(L) as

well as the matching concentrated forces m(o) and t,(L) (employ

standard nodal points); we can simplify matters by using {Ft4

for purposes of demonstration; {F is the external force

operator for the boundaries of the elements involved, that is,

Y.- Q ,-(NV').+(EIuV)
M. -M. ('- (Elul)YI C!" = I( ) - E v ) i = F ]{v(x) f . '4* ,

, ,. [ ML i ,(Elv-v)l

- (ND). +D(EILD).,

EF) : (ED
(l,1€ND),,- DFE!D),.

In simple practical problems, for example, the hinge branches

at the two ends of the elements involved, there are then four

boundary conditions which prevail, those are vo
from these it is possible to figure out (c.

However, if we are dealing with problems in which are included

chain-type situations with many beam elements being involved, then

the two end boundary values for the beam elements involved are still

indeterminate; the solution method for this type of problem will

be demonstrated in steps three to six.

18



.(Step Three) Let us assume that the beam elements involved

have distributed loads (as well as corresponding distributed

forces or zero point concentrated load and concentrated corres-

ponding forces, etc.); if we assume this, then let us solve and

take the equivalent external structural forces and move them to

places at the two ends (that is to say, a secondary system of

forces opposite to the first which is created when the two ends

do not move, see Ell); we can then substitute them for the origin-

al distributed load. After -ohe substitution is made, the situa-

tion is as follows. The new distributed load is ?(x)=O ; in

this case, equation (2.7) is changed to become a homogeneous equa-

tion; it is possible to pick out the special solution O(W)=0,

and on the basis of this, the displacement function is

V(x) = LO(x)ic. (2.12)

It is possible to change the procedure and use the boundary dis-

placement jBv4 to represent Wc)u(x) in order to make operations

simpler. If we use the operator CB) and first multiply it

through equation (2 12), then it is possible to obtain

4Bu :( BJ LO(x)J) W o

In this case, 0EBJx)j) is a reversible square matrix (the only

time it is irreversible is when the beam column element elasticity

loses its stability Ell; we can write this simply as IBVI, and

it follows from this that

{ch = CBS' 4Bvj,

as well as that

v(x)= t(x)jCBO]JBu}. (2.13)

It can be easily pointed out that Lt(x)JEB) " has no relationship

with the set of auxiliary functions which are selected; it is

possible to call these functions standard auxiliary functions and
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they can be represented by the expression LO'(x)j ; it follows

from this that

v(x) = L g(x)J {Br}. (2.13')

If we take for an example the case in which an even cross-

sectional beam element is acted upon by evenly distributed forces,

then K(x)=N(x)=0 , El equals a constant, and (x)

equals a constant. The equivalent external structural load which

is moved to the two ends are

1 1Yh,' = Y'=IVL. .n, 4-" 12 -Lz,

After the movement and substitution of these forces, the homogen-

eous differential equation is EIv""=0 ; or will employ the

non-dimensional auxiliary functions

01W)= 1, (x) = I, 0(x)= L' (x)= )3,

The stable square matrix is reversible to

10 00- 1 0 0 0

0100 0 L 0 0

CB0] = L [10-B1'=
1 1 -3 -2L 3 -L

0 2 2 L -2 LLL

If we solve for the stndard auxiliary functions, then

3x 2x' 2x1i x2
L¢8 ) fL - -r,- _, X ----- + --L,-,

3x' 2x3 X I -

L" +T  V - - j "  (2.13')

Moreover, the displacement function is also as shown in equation

(2.13').
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In the third step of the modeling phase, it is still necess-

ary to take the ith free member of the elastic body and turn it

into the ith free structural member; at the time that this is done,

there is already no distributed load. It is necessary to take

the four function vectors of the element i (we may still take a

one-dimensional beam as an example) and we then obtain

(x)'}(-- (x)), te(x)', {a(x )')., {!(x)} ( = (x)). (2.14)

These quantities which satisfy the limitations of i5(x)'Ji(x)'}=2dW'/dx

and La(x)J{e(x)=2dU'Idx turn into the four generalized value vec-

tors of element i, that is

4j ( = {Bv ), a{, o'), { (= .(215)
Pol At-1 A4oI ud-l

This satisfies the limitations of L9JO@'}=2W" o'J{C')=2U'

Moreover, in order to carry out the transformation operation and

the resubstitution operation, the function vectors of the elements

and the fixed value vectors of the members can be changed for each

other in the following way

operation

element function vector -- member fixed value vector
(2.14) - (2.15) (2.16)

auxiliary functions

For example, the displacement of the member i OW'Mnean

the operation B and yield the {Bv, of member i; the {Bul,

of member i can be solved for and, by that means, we can obtain

the value of {c}4  and further obtain the v(x)' of element i (see

equation 2.13). As far as other like vectors are concerned, such

as 1 and and so on, it is also necessary for them to

be capable of mutual substitution.

If we now take a uniform cross-section beam ( K(x)=N(x)=O,

EI(x) equal to a constant) as an example, we can explain

the relationship between element strain and member strain.
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Element strain {W(x)'l. 1 =i{vu(x)},

If 2,,ru, ( rni is the step function of the displacement vector

of a member), and e((x)'} is a linear function, then it is poss-

ible to select the two end strain values to act as the member

strains:

the member strain

C' (V' (O)l 1

-4L ~- |.'(L) lL ('() (2.17)
A. (2i,17

That is to say, let us use the [1J operator to pre-multiply the11L

element strain. Turning it around the other way, the formula for

solving for {ex)'1 from is

C.
i. ] L e. LeLvC

L.," 1

In this case,

L '

is an interpolation function matrix. It is possible to see that

the product of the two end value operator matrix [L and the

interpolation function matrix is a unit square matrix

["1cP(x)=Cn 4 XI

We can use this example to explain the facts set out below:

10 if the geometrical operator matrix of an element Ca'] exists,

then the member geometrical matrix [a'] also exists. (It is also

possible to use Ce(x)'] to represent cc'] ). 20 if the equili-

brium operator matrix of an element exists, then The member equil.-

brium Chl also exists. 30 if Ca' and Ca'] both exist and
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are mutually self-adjoint, then [a'] and Ch']. both exist and

are mutually transposed.

When one is dealing with a one-dimensional beam element,

Call= D when one is dealing with a situation in which one has

an even cross-section beam element, then Ca') breaks

down to be [D1)

{e(x)'} = { C)) ]v(x) =[Caa) {v(x)l

= [a'] LO I(x)I 4Bv,

In this case, even cross-section members then have

= i,, [j| #rxj{v}

It follows from this-that its geometrical relationship is

{e'} = Ca'] 4v

and is also established, that is to say, that the member geomet-

rical matrix.Ea') also exists and is equal to

Call [a, - ] to.(X)j (2

A.-A, L J , mm /j. (2.18)

If, when we are engaged in the actual process of calculation, and

we employ equation (2.13''), then we can obtain

[a'];.O-(X)J=- [-3+6-!- 2L+3x, 3-6L, -L+ax

2 + O2L+3x, -L3x][I 1 -1 0'
- -L 1] -

2[3-2L 3~ -Lj= 2{-2L L II 1 01
L-3 2L L 1 0 1 1

23
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The square function matrices of the moduli of elasticity

for elements and members, [e(x)] and (e'] must satisfy the

relationships that follow, that is, internal energies must be

equal or, to say it another way,

2U'=fLe(x)'J Ce x') (sex)'} dx= Le'J e'] W . (.19)

The reason for this is that in a situation in which Ee(x)']=[El

is deteriorating and its value in kg-cm 2 is a con- 1414

stant, then it follows that we can obtain

El i 3 ][-2L+3x, -L+3x~dx=[ 2 L
o -L+3x-E 2L L 2L

In turn, it follows from this that

Ce1 EILL 2 1 kg-cm3  (2.19')6 11 2-

When we are dealing with the situation in which ja(x)') is a linear

function, then it is possible to deduce the following formula

C') = IJ[P(x)' Co(x)') EP(x)J dx,
,. o14 I,., (2.20)

If Ce()')= [Ell , then we obtain (2.19').

On the basis of physical relationships, we can arrive at

the stress vectors for elements and members;

Element la(x)' = Ce(x)'] {e(x)' = {EJv"(x)},

and, on the basis of modeling analysis, it is nbthing else but the

bending moment M(x) ;

4, a~' W (Bending moment, kg-cm, beam model or

standard)
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Member

; AA.1 •6t3' 1 2 J(v,,,

_L 2 1M° k c

M( x = !L the place where

1-wh I r 1) Lthe place where1--where -- M  x3

(Translator's note: something missing in the text) the equili-

brium relationship for the element i. In the case of the general

run of beam elements, these elements possess equilibrium matrices

and equilibrium relationships as follows: 4)=[A'] (Y(X)}

that is,
K(x) v(x)

1 N(, -IX 

. =3

EI(x) v'(x)

When one is dealing with the case of a beam element with an even

cross-section, then ja(x)) and [A') degenerate down to the limit

of
ja(x) = 4Elv1(x)} = A(x)}, (1,=I

[A'I= [D1] (=[CaT), (m,= 1) (2.21)

We are able from this to obtain the ordinary differential equation

Elv.".(x) =1(x).

It can be seen that the functioning of the degeneration certainly

does not cause the disappearances of the equilibrium relationship.

All it does is to cause yet another internal force, that is, the

shear force Q(x) to be included within the degenerated stream
vecoridM )

vector d-)=-Q and nothing more than that.

The fixed form of the external forces on a member i is the

external boundary forces on the two ends and the external force

complement, that is,
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use
m, standard

}= Fv}"l= nodel art. U= 4)

M L '

In this case, the stream vector is

L M .f x I L 2

IM= -2 x k 2 (A, =2)

1--where 3 2--the place where

Let us first figure out the bending moments for the two ends (beam

model or standard):

Av 2 1 -o " 2( '

When, if we change to the use of a nodal point model,

Due to the fact that this free beam member not only has no dis-

tributed load, that is, it has already been substituted for, but

also has no basic elastic force or axial force, 40%,, is not an

independent vector, and it has the relationship which follows:

oY. n . + ,,

L '

It follows from this that we can obtain

1 [ -3 :1
L L I

0 12 tL -2L

= h'] {o') . (2.22')

26

- - I II ' ' " IIII... .... .... ..... ... r ... .. . .;.. .. , .&_ .



It can be seen that the fixed force assumption for the member is

also in effect, that [h11 exists and, moreover, that it is equal

to the transposed form of [a'

As far as the conclusions above go, it is possible to employ

the principle of virtual work to demonstrate the following:

(Thesis) [a'] and Chi] for a certain member i which is already

known both exist and if this is the case, then the two of them can

be mutually transposed.

(Proof) Consider the virtual displacement {io, 4  , if we do so,

then the virtual strain is [a'){l. ; the virtual potential energy

which stored in virtual strain by the actual stress {&a) is Lail

Ea']{0. . The virtual work done by the actual external force

Eh'J{al} in the virtual displacement is

LC1{.I" = (Ch'] {a')' 40.1 = La'j Eh'' { . .

The principle of virtual displacement gives us the fact that the

virtual potential energy is equal to the virtual work, that is to

say,

La [a'] a . -- La h'i ' '[d

Due to the fact that {€.} is an independent vector which does

not get out of control arbitrarily, it follows that it is possible

to eliminate 40.) and obtain Lt'J [a']= La'Jh'.

In the general run of situation s, if we determine Lq'J to

be an independent vector and, if we also decide that it varies with

changes in the external loading, then it is also possible to elim-

inate Lu'j,. and arrive at a proof that way.

By induction, we can obtain the relationships below which per-

tain to a one-dimensional beam member of a fixed-form-force type:

{FO = (,'J 0%'J, {,&} =e'] {41, {ei =[a' lB,4,
I.'~1 a~~ A'i At-! A1.1 At.1 A1.I A4.1tpi-1

.. =Fr Ek'] (Eu. (2.20)
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In this case, is tbe rigidity or stiffness matrix for the
beam member, and its value is

[k'3 = [h'] e1]Ea' [=Call' E"'] [a'] . (2.21)
At-AiA-A A,-A, A.tI*

It follows from this that we can be certain that it is a symmetri-

cal non-negative fixed matrix. Even in the case of the modeling

stage, it is still possible to get a value for [k') ; the formula

for this is as follows: {FvCF]LOj{Bvj,

If we employ the operator

" Ek']=EF 083. (2.21')

and give consideration to the relationship v"='Ui. , then it is

possible to obtain

1-vj Ch') {B f Le(x)j Ec(x)) {e(x) dx,

Due to the fact that

{8(X) = Ca'l v(x) = Ea') [b j {B o4,

it follows that we can also obtain

[k= [a' O], Ee(x)') a'1 a'] dx * (2.21V)A,., PIJl, !o,11 1, ,#

As was the case with the even or homogeneous cross-section beam

member, equations (21, 21', 21'') are all capable of giving us

the result

12 6L - 12 6L 1

k'J =E 61 4L -6L 2L'
-12 -6L 12 -6L

6L 2L' -6L 4L
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20 The structural computation stage

(Step 4) Structures composed entirely from free members are

called assembly structures.

We can take chain-type beam structures as an example by which

to explain this. Let us assume that we have all told I free mem-

bers whose designation numbers are 1, 2 ...... I; let us also assume

that we have all told J nodal points and that their designation

numbers are 1, 2,;.... I, J; let us also assume that J = I+l.

The member i is the member which connects the nodal points i

and J (= i+l). The displacements of the two ends are

[B = =,2, -...

The collected displacement vectors for a structure (also known as

the assembly displacement vector) is defined to be

$1

;I ,V = + At + .. •

If all the members are of a fixed-form type, then take [al

and divide it into its component parts C", a',j, A

then we can get

[ a f IN') 1, i= 1, 2, 1 (2.22)

By bringing things together, we can also obtain the combined geo-

metrical relationship for fixed-form structures

-C*N all a" ll:

.............. .
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This can be simplified to be

4 0 1 A C a l .. z"40 4 , 1 = Al, + ; ) . ...... AI,

On the basis of this, it is possible to obtain the combined physi-

cal relationship for the structure involved, that is

Sa'> E e) ],.,. e,

. , eJ . ..

XA .XAZ SA

This can be simplified to be

{a j=[e I e aj (2.23)
ZA XASA ZA

If all of the members are of the fixed-force type, and if
Ch )I exists and we divide it up into h:,, then the equili-

brium equation for the ith member is

=il Ihll ai ill, ..."I

Therefore, the combined equilibrium equation for fixed-force struc-
tures is 5 'hit

P1 + " hz1 /121a

h§ h

SA. I # St

This can be simplified to be
EhlA].z is the combined equilibrium matrix for fixed-force struc-

tures.

If all the members are of the fixed-form type and arie also of
the fixed-force type, then it follows from that basis that Ca'j=[h')'

in such a case, it is also true that the combined geometrical matrix
[a] and the combined equilibrium matrix Cih both exist and that

30



they are capable of being mutually transposed.

Between the combined vectors 40}s and f{} , of fixed-form

fixed-force structures there is also the rigidity or stiffness

equation I .Ck2 x = I kI.o{' 10 ., (2.26)

In this case,
CkJz..,=Ch3e3a3=Ca' Ce) Ca] , (2.25')

XI'.; F)-SA SA.XI'

This is also a symmetrical non-negative fixed matrix. After com-

bining we have the internal energy of the structure:
U =U '+U 2+ ... +U lI L CFJ e } ,

the work done on the structure by external forces:

W =W'+ws+...WJ= l-LJ M

We also reach the result U = Wo . (Note) the external force at any
0

given nodal point J is ;=os+j ; is the external load and

, is the external constraining force.

In general, during the process of combining, the turning of

the axis to the direction of the standard axis 0 C Y C makes it

easier to the operations of addition and subtraction. The four

combined vectors which are obtained are

I ?.3,. fozm -. 40 n, 4eJtxA

(Step 5) Employ measures for making vectors independent so

that each one becomes an independent vector. For example,

(i) let us assume that a certain nodal point j has the sup-

port of a rolling base in the direction of the- axis (a rigid

external constraint); in such a case, 0 =O ; it follows from this

that (1,, is not an independent vect-r. It is possible to

delete the zero-value displacement; moreover, we can also delete

the value of Ca'), [ai and [k] which. correspond to i$ . For

the time being, it is not necessary to solve for the value of the

external constraining force, because of this, if we eliminate the
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equation which relates to , we can then eliminate the cor-

responding horizontal row. This rigid external restraining force.

also does not do work and the fact that it is deleted does not

have any effect on the value of W either.

(ii) if a body undergoes an elastic constraining force (such

as that which would come from an external spring), that would do

work and it would be possible to handle it as though it were an

elastic member. On the basis of this idea, it is possible to obtain

four independent vectors

W .}, 401, fai,., i,:',

and they will satisfy the limitations set out below, that is

2U=tal {44=L0j {=2W. (2.26)

Moreover, the fixed-form assumption and the fixed-force assumption

can also be maintained. p is called the effective limit of level

and X is called the limit or level of independence.

The matrix of structural elasticity moduli [e]Al which satis-
fies the structural physics relationships {a}=[e]{e) is always

A-l .'AA.1

in existence; it is a symmetrical positive fixed rever-

sible square matrix. The reverse of this matrix, that is, [f]

is called a reverse elasticity modulus square matrix.

Whether or not the structural geometry matrix [a3 which satis-

*fies the structural geometry relationship exists or not

is a question which is related to whether - or not all the

elements of an elastic body are of the fixed-force type or not. If

[a] exists, then the structure involved is called a fixed-force

structure.

The question of whether or not the structural equilibrium matrix [h]' P
W =chi {fa ei ts owhich satifies the structural equilibrium relationship , . : exists or

not, is a question which is related to whether or not all the elements of the

elastic bodies involved are of a fixed-force type.
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Below we will enter the sixth stop; we will take for an exam-

ple a plane truss and use this to make a complete explanation of

the principles involved.

We will now explain the fact that free plane two force rod

or bar members are of the fixed-form type as well as of the fixed-

force type. If we take nodal point 1 to be the origin and bar or

rod 12 to be the x axis, then all the coordinates and displace-

ments of the nodal points as well as the external forces are as

shown below:

0 yx 0 V1i V1 J

As far as At=I is concerned, one can use tensile displacment to

represent it, and, by doing this one gets

~U
e'F~0 = "-"1 -! , 0 O] = [at ]

Us

Because of the fact that [a]exists, two-force rods are of a fixed-

form type.

If one determines precise values for the member modulus of

elasticity square matrix [€) and the generalized member stress

(a') , and then, the internal member energy is U, IV'J o,] 4,'
one gets the relationship Eel = I " 1.

In this case, the generalized member stress vector is

101 Cc' e( -I,) = - ,,

(Axial force, kg, Take an extension to be positive)
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If we select the strain vector of the member 4%'}, to be the

amount of extension of the rod or bar (cm, take an extension of

length to be positive) and when a two-force bar or rod member is at

equilibrium, we have the relationships

" o0 N=U [] {q',

It can be seen that [hi] exists; because of this fact, this member

is of the fixed-force type. Moreover,

[ai =[C- , O, 1 1 ] 0 , & p ]= 0 r:n.utL lIY
I transposed

The rigidity of stiffness square matrix for a free bar or rod

member, that is, k i ] is

( 1 0 -1 O

Ch']=[h')Ce'eCa'l=- A 0 0 0 0'
4-4 L -1

0 0 0 0)

Section 3. A detailed discussion on the structure of

elastic bodies

Sec. 3.1 The three basic assumptions about structure
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In order to narrow-the scope of this discussion before we

get into it, we will only consider questions of static linear

strength and we will first of all bring out three common basic

assumptions which appear below.

Assumption 1: For the parameters of cross-sections already

selected, all the geometrical relationships, physical relationships

and equilibrium relationships (if we are speaking of a case in

which they exist) are all linear. For example, the cross-section

parameters and so on are not changed by variations in the external

load, do not exhibit the occurrence of elastic stability loss, do,

not exceed the limits of elasticity and so on and so on. These

assumptions will guarantee that the limits stay within the scope

of linear dynamics; given that we have this limitation to begin

with, we can, whenever it is convenient, employ the principle of

superposition or repeated addition.

Assumption 2: That structures have sufficient external con-

straints, that is, that not only do they (2a) have adequate strength

to stop the production of rigid body displacement but that (2b) they

also are adequate to balance out whatever external loading there is.

Assumption 3: Structures have adequate internal and external

constraints. Moreover, (3a) if structures are of the fixed-form

type, then it is required that they be geometrically invariable.

(3b) If structures are of the fixed-force type,.then it is required

that they be able to undergo external loading on all of the members.

Assumptions 2 and 3 reflect the characteristics of structures

with the exception of some minor problems relating to free struc-

tures and also with the exception of questions which fall into the

category of institutional matters.

Sec. 3.2 Sufficient conditions for the rigid body displacement

and balanced external loading of free plane structures
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If we assume that all of the nodal points of a free plane

structure have coordinates which are

then the amount of rigid body displacement (combined vector) which

is produced by a planar displacement u=l, v=l and a rotation of 6

=1 must consequently be (u-I) (V-) (0.-i)

1 '10 - Y1
0 .1

0 0 1

Moreover, by combining, we can obtain the rigid body displacement

matrix 1 1 0 -y1

W 0 1 x,
1 0 - yZ
0 1 x,

The general run of rigid body displacements of free planar struc-

tures are, then, a combination of three linear ones; it is possible

to represent this as

401 = [V'] {C~s (3.1)

In this case ICI, represents . When iC) 3 =M0 is the
case, then it is possible to 1OJ obtain {4z,={0U ; in. cer-

tain sundry types of situations , habitually, we do not lay

great stress on the fact that this is rigid body displacement.

The external loads which are taken on by free planar struc-

tures must satisfy the three equilibrium equations FX=fY =i 4

that is to say that {40 satisfies

- , = 4 0 , (3.2)

If we are dealing with a case in which the structure under consi-

deration is of the fixed-force type, then we have

{40= =I] {o}

ZP XA3A XA
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Moreover, if we assume that {fao is an independent vector, then

it follows from this that [h] itself also satisfies the relation-

ship

[VO], [h] =[0] (3.3)
3, -/ Z' .SA 3 - ZA

The [b4 of a free member (raised to the level SxZA, ) obvious-

ly also satisfies
[ Po], Ch'] =[C.03 (3.3'.

3-XP/ . "/A, 3-,

For example, the two-force bar or rod member 12 which we talked

about before satisfies

1 0 1 01[ 1= 030 1 0 1  0 = 0 ,

10 0 0L 0

Sec. 3.3 The functions which are given rise to by assump-

tions 2a, 3b, 2a, 3b and so on (sic)

10 Assumption 2a: When the external constraining force is not

sufficient, it is possible to obtain the set or group number of

the linear independent rigid body displacement.

If we assume that the planar structure has N roller bases or

seats, then the number of the effective number of displacement is

A=SAJ-N. It follows from this the combined displacement vector

can be written as

{4,,. = O,

Let us assume that if we are dealing with a rigid body displacement,

then we will have the relationship

10c.r = IC,'7] xC ]c=

When 40} is a rigid body displacement, then it is possible to

achieve a non-trivial solution {C~s,{O} ; if we do a test solution
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in the equation below (homogeneous equation), then we get

MS = [V"IN931CS (3.4)

If the order of I,1 is r<3, then it is possible to achieve a

solution for the (3-r) set of linear independent rigid body dis-

placements.

(Example) Let us assume that we have a planar four-connected

rod or bar structure ABCD, and that the coordinates and displace-

ments for the four nodal points are

Nodal points Xj yX uj Ui

A 0 0 UA VA

B L, 0 uB vn

C 0 L, uc vc

SL, L un vn

If we consider the case in which there are at the points A and D a

standard level roller point or seat (N=2) then let us ask the

question, "which or how many sets or linear independent rigid body

displacements are there in this structure?"

Let us first write out the rigid body displacement vectors

which are

UA 11 0 0

VA 0 1 0

1. I! 0 0
,0 I L,

UO 1 0 - L, h.

VC 0 1 0
jUn 1 -0 -L,

0  0 1 L,-

The matrix wbich springs from and corresponds to uA and u is

tv]=_1 0 01 its order r=2,

N-3 1 o -L.
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It follows from this that there is only a (3-r) 1 set of rigid body

displacements (which correspond to v=l planar movements), that is

t j= tO, 1, 0, , 1 I, 0, IJ,

The lowered level is

tO0 J.=tl, 0, 1, 0, 1, i1. (3.4')

If the N(=2) standard level roller seats or bases which were dis-

cussed above are moved in their locations to the points A and B,

then this will cause the condition uA=UB=O.

[ c=[l0 0]
N.3 1 0 0' its order r=l

That is to say, that there is a (3-r=)2 set of linear independent

rigid body displacements such as the plane displacement v=l and

the rotational movement around the origin point of eo=l.

It follows from this that the external constraining force is

adequate to prevent rigid body displacement in the sufficient con-

dition that its order r=3

(Note) If a structure does exhibit a rigidity displacement, then

its strain {e , is zero.

20 Assumption 3a: The geometry of fixed-form structures is invar-

iable.

Definition: If all of the non-rigid body displacements cause

the strain {e of a fixed-form structure to be something other

than zero, then the fixed-form structure under consideration is

geometrically invariable. If these are q linear independent non-

rigid displacements in existence, and they all cause {e4, to be

equal to zero, then the fixed-form structure under consideration is

geometrically variable to the qtb degree.

If we let the strain on a fixed-form structure be equal to

zero, then
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4-,} = CalA {. t4= {0M, (3.6)

Let us try to solve this homogeneous equation. Let us suppose that

the order of [aJ, is t; if this is the case, then equation (3.6)

has (' - t) sets of linear independent non-zero solutions. How-

ever, there are (3-r) sets of linear independent rigid body dis-

placements {IOG which can occur when they are allowed by the

external constraining forces (roller seats or bases) on the body

of the structure itself; the strains which are produced by these

sets of rigid body displacements are also equal to zero, that is,

£a]A. T={ ; they are all completely included in the solu-

tions to equation (3.6). Besides these, the ones which are left

over are

q=/At -(3-0r 0Jxode (3.7)

If each set of linear independent non-rigid body displacement causes

the strain on a structure to be zero, then it follows that we know

that the fixed-form structure under consideration has a geometric

variability number of q.

If the example which we previously gave of a planar four con-

nected rod or bar figure ABCD receives support from'N=2 standard

level roller bases or seats, then this will cause the condition

U.=U4= 0

UA

-*AD 1 0 1 0 Un

84O i 0 -1 0 1
eon, -1 0 1 0 iU

e=0 -11 0 1 ' V

U/1

40



.. . .

If we get rid of the first and seventh values of a ,then

we can obtain

0 1 0 4810 0 1 U

-1 0 0 UU

0 - 1 El )'
VI,

If we let it be equal to zero, then the order of Ea], is t=4, and

it follows from this that there are 2(=p - t) sets of linear

independent non-zero solutions; due to the fact that the order

of [E" .x3  is r=2, the (3-r = ) 1 set of rigid body displacements

which we obtain is as shown in (3.4'). The other left over (q=)

1 set of non-rigid body displacements are

[0b]=LO, 0, 1, 0, 0, l,

It follows from this that the geometrical invariability number of

this fixed-form structure is q = 1.

30 The combined use of assumptions 2a and 3a

The function of assumption 2a is r=3; the function of assump-

tiontion 3a is q=O. The combined action or functioning of assump-

tion 2a and 3a is t=., that is to say, the fixed-form structure

under consideration has an order of CalA,. which is p. (3.8)

Besides this, yet another action or functioning of the combin-

ation of assumption 2a and assumption 3a is as follows. If a cer-

tain displacement which is exhibited in a fixed-form structure

after it is acted upon by an external load is { .t0o , then these

displacement is not a rigid body displacement (on the basis of 2a,

rigid body displacements would have been prevented). Because of

the invariable characteristics of the geometry, it follows that we

can obtain {c4A{o ; it would be best to assume that EeJ, is a

symmetrical positive fixed reversible diagonal square matrix, that is
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C'

=e 1, all a,0

The conclusion in this case is that the strain on a structure is

always kept at an energy level greater than zero, that is

The conclusion which was stated above is that when the displace-

ment of a fixed-form structure is not equal to zero, then the strain

energy in the structure is always positive. This conclusion will

be useful in proving that the square rigidity matrix for a struc-

ture is a reversible square matrix (see Section 4.1).

40 Assumption 2b: The external constraints on a structure are

adequate to balance the conditions of the external loading.

Let us assume that the external load is {9'h,. ; then let the

external constraining force be {y}N ; let us then add a zero and

raise it to the level El so that it becomes f$lxp ; the equili-

brium condition for these two is

CUAV03 (%f.',+ {5.) =O. (3.9)

3m x M

That is to say,

The right side is a combined force system or coefficient which we

already knew and can be simplified to be written (Ris

If we take and separate out the left side, then we get

IVY] = C[I"*] ' , IV"]'], (F,=l %

3-2 3-M 3-N

It follows from this that in order to obtain the external restrain-

ing force it is necessary to satisfy the equilibrium equation

,VY = R . (3.9')
3.N N-1 3.1
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As far as the order r of is concerned, there are two types
3,N

of situation:

(M) r=3: It makes no difference what value {R} may have, it

will still exist and {My will satisfy the equation above.

(ii) r<3: It is possible to take equation (3.9') and write

it in the form of a successive product, that is

If we look at the case in which the two vectors which come from

the combined force system or coefficient {R}, do not satisfy

the relationship
CS ]c , .,,, IR h = { h . ,

then, equation (3.9t) does not have a solution, that is to say, the

external constraining force {j}j cannot balance out a given

external loading. It follows from this that we know that the

sufficient condition for an external constraining force which can

balance out a given external loading is

CiOJ' order is -"=3 3)

3-N

This condition is entirely identical to the conditions for Assump-

tion 2a.

50 Assumption 3b: The internal and external constraining forces

on a fixed force-type structure are capable of supporting or hand-

ling the given conditions of external loading.

Let us consider the case in which a fixed-force-type structure

exhibits the equilibrium relationship 4.=Ch3,/j0aI ; now let us

prove the fact that the sufficient condition for the internal and

external constraining forces in the structure in question to be able

to support or cope with a given external loading is
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[h], order is S=p

Let us use the method of proving the opposite of a proposition.

Let us assume the case in which the order of [h],: is S<P. It

is possible to take [h].% and write it in the form of a three

element chain product
[C333 "Al]s =T =-S>0
[ES];J - = A - S>0.

In this case, ES];s=[h];-h;', [TJsz=[h];. [h],;o

Obviously, Ch.1J has with it an orthogonal matrix [Z];.

that is,

CZ];.=[-ES1;,, Ef]] (4C0]),

This relationship satisfies the condition [Z]; Ch].=0.

On the basis of the equilibrium relationship for fixed-force-type

structures, that is, =h] {a, use EZ];,, to multiply and one

can obtain. EZ;.{P= Z];. h..{c}h={0} , that is {p;S= )S];s {iqs;

This is the case when the order of Chi.L is S<p, the two vectors

which come from the external load {9}. , that is {q}; and {~j,

must first satisfy the equilibrium condition. This is in conflict

with Assumption 3b as well as with the ability of the internal and

external constraining forces on a fixed-force-type structure to

support or handle a given external load; this confl~ct confirms the

fact that the order of ChjA must be ji.

- Yet another action or functioning of Assumption 3b is this.

If the external loading of a fixed-force-type of structure is {P}P1{0A

then {0,0401 ; it is best to assume that [/],A= Ce]L% is a posi-

tive value diagonal square matrix from which it follows that the

energy of stress is

U= 2 LaJa[I]u{a, A always , 0.

Section 4. Direct rigidity or stiffness methcds appropriate

for use with fixed-form and fixed-force structures
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Sec. 4.1 Formulas for direct rigidity or stiffness methods

The important points concerning the direct rigidity method are

as follows. If one takes the vector {} for the effective level

nodal point displacement in a structure to be the main physical

quantity of concern, then there is described a black enclosure such

as the one in Figure 1. If we use this to represent strain and

stress vectors, then this method can directly be used on fixed-form-

fixed-force structures. The supplementary or additional assumption

involved here is as follows: The structures being dealt with are

both fixed-form and fixed-force structures; moreover, [h]=.[a]'.

For the proof of this see the proof of equation (2.20). On the

basis of this, we then have the geometrical relationship, the phy-

sical relationship and the equilibrium relationship which follow:

It follows from this that we can obtain the rigidity or stiffness

equation

01= EkJI,{b}1.1
Moreover, the rigidity or stiffness square matrix Ek], is

kl.. = h],.A eix [a], = [a]' [e] [a].

Due to the fact that the order of Ea1, la"

is U, it follows that we know that A>A,

because of the fact that Ce)M is a

symmetrical positive fixed square mat-

rix, it follows that we know that k)j,

is a symmetrical non-negative fixed 10!.

square matrix. - - Il1,

If we wish to carry the proof of Figure .

[CkJP, a step further, then we will find

that it can be reversed; if we make use of the relationship 2W=2U,

then we obtain

[OJ Ek }= L8J Ec] {e,
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If we assume that 40mOi0 , then from 1 in Section 3.3,

we can obtain the relationship {e}W0,# ; it follows from this

that U>O, that is to say, that from this we can obtain the know-

ledge that [k], can be reversed. End of proof. t 'J k]{>0,

Sec. 4.2 Typical example (Figure 2)

(0e,

8Z (7JLl.? e 5 e4

. is the rod or bar extension;/2 "XC

is the ro. ar bar axial force,

that is, -E -,, then Ee]u=e,[I/,. 3

Theombined displacement level l

number is Z'=8; the roller seat or

base number is N=5, and the effect- Figure 2

ive level is p=EP-N=3.

W, = .C = 6 (data already given)
1110CU. YC 6

1 0 0
0 1

Ca,J = 1 [ ]'

o __j

Wh , o [ 1 ]e [4 3---- 2  3 1
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From this we can then figure out that

1 4 4

33 , o}=
3 I 3V -1 3V3 3"-" /3V'-"

If we look at these results, then we can make the extension

2W=2U=- 0 without doing any violence to anything.
eO 0

The str.ong points of the direct rigidity or stiffness method

are: 10 It is possible, member by member, to solve for Ck'] ;

after this is done, then one can raise the expression under con-

sideration to the El level or the P level and do an addition; by
C] [k]this means it is possible to obtain [k] or lip 20 The advan-

tages of this type of method also extend even to the

point where one can, in the modeling analysis stage, solve for Ek'J.

3orkj is a form well suited to the task of solving for the

inverse. 40 The generalized strain method and the generalized

stress method can both be converted to the direct rigidity or stiff-

ness method (see what follows).

Section 5. A generalized strain method suitable for use

with fixed-form structures

Sec. 5.1 The process of deducing the formulas for the

generalized strain method

Besides the three common assumptions we have already worked

with, if we are to use this new method we must add an additional

assumption, that is, that the structure we are dealing with is of

the fixed-form type. The physical relationship for such a struc-

ture is

laf'= Eel,., 4,,. (5. 40)

The geometrical relationship for a fixed-form structure is
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On the basis of assumption 2a and assumption 3a, we can obtain

the information that the following is correct, that is, the order.

of [a],, is u. (5.3) It is best to assume that X>u; moreover, the

reversible or invertible matrix [a] is found as the top section

of [a], that is
r[a]. P, V=A-, . (5.4)

If we take {e), and divide it up.into two corresponding component

vectors, then we get 4,41(5.5)

The significance of q in this expression will emerge later. On the

basis of equation (5.2), we can divide this into two equations,

that is
489 . = 101., 40 1,, (5.6)

.= [al. {,. (5.7)

By solving equation (5.6), we can obtain

= a]; { . (5.8)

If we substitute into equation (5.7), then we can obtain

i4,= EG],. {e4}., (5.9)

In this case,

(5.10)

According to equation (5.5), these results may be put together to

obtain
{,h [Us 1{, .,(5.11)

Obviously, there is

C -G., C]Wj, j & 0}. (5.= 4)

It follows from this that we can know that {0 is not an indepen-

dent vector. The relationship equation (5.9) explains the fact

that the value of {eq} changes with changes in the value of {Eq}

It follows from this that we can call {q}U an independent variable

component vector and we can add the q as it functioned in the case
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above to represent this fact; it also follows from the previous

discussion that we can call le}. a dependent variable component

vector. EG., is called a lower level independent variable-

dependent variable transformation matrix; moreover, [I]] isEG]
called a full level transformation matrix. is

called an independent variable level number and v is called a

dependent variable level number. From now on, then, we will change

to the use of {eq, to individually represent strain situations.

In situations in which we are using the generalized strain

method, we employ the independent variable component vector {Eq }

as the principal physical vector, and we use {Eq, (sic) to repre-

sent other physical quantities or vectors.

The diagram for the principal, relationships in the generalized

strain method is as shown in Figure 3. The places in which it

differs with what is shown in Figure 1 are as follows: [hJ]4P does

not exist and the way in which {a} stands for {¢}P is not the

same. It should be noted that, under normal circumstances, {o}1

is the only quantity which will already be known. In Figure 3 the

double arrows which are drawn represent a method of separation,

that is, according to equation (5.5), we can take {}X and separate

it so that we obtain {eq} (the principal physical quantity or vec-

tor, represented as the drawing of the round enclosure) and {}v

(which is not shown in the figure). Up to now, the value of {e-}j

has still not been figured out; however, once it has been figured,

then it is possible to use equation (5.8) to figure out {4P}1 4 , it is

possible to use equation (5.9) to figure out 'eX. , and it is

possible to use equation (5.11) to figure out {c}X"

As far as twice the internal energy of the structure goes, it

can be represented basically by using {el, that is

2U= le L ]lei, .

111!, CG'J - CeJu .C[ ! ] e] .,
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In this situation, it is already

possible to use {cq}P to repre-

sent 2U. that is 211

2U te01a. (5. 13) JJ

Because of the fact that (: q}

is an independent vector, it 20

follows that we can obtain the

square matrix for the correspond- I4 J ,

ing independent variable levels

and moduli of elasticity [eq]Fu Figure 3

that is

c' , ]'] Cei. (5.1 4)

If [e] X can be divided up into two component matrices which form

a diagonal structure as follows, that is

Eel. = ILEe l,,. Ce).,) (5.15)

then it is possible to cbtain the relatively simple formula

Eel]... = [e].,. + EG' Ce],. EG.,. (5.15')

The independent variable level elasticity moduli square matrix

[eq ] Wwhich we discussed above is symmetrical positive fixed and

reversible or inversible; it can be called the main square matrix

of the generalized strain method.

The corresponding independent variable level stress vector

(Gqj1 satisfies the independent variable level physical relation-

ship

o" = -- [e"] {e"}i, (5.16)

By solving for the inverse, it is possible to obtain from {aqj a

formula for solving {cq} , that is

{e"%,, e [. " a', (5.17)
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With great ease, it is possible to obtain equations (5.18)

and (5.19) for the relationships which exist mutually between

toq} and {(o), {o}P and (}v ; this is done in order to prepare for

their use in a comparison with the generalized stress method in

Section 6. If we take the quantity [eq]P1 from equation (5.14) and

substitute it into equation (5.16), then it is possible to obtain

.= EJl , [G]Jo} . (5.18)

It follows from this that we can obtain

CQ G = = o + G'-aY, ,

GY(..= {a}} -G .1  * 519)

It should be noted that (aq} and {c are different vectors; the

former satisfies the independent variable level physical relation-

ship (5.16) while the latter is simply obtained from a subdivision

of (041

In order to take the only vector quantity which we already

know {01 and bring it into the calculation, we must make use of
the principle of virtual work W,=U,; if we assume that we are given

a certain virtual displacement { p} , then we can obtain the follow-

ing.
virtual strain

virtual potential enerFyU. =aq]. [UJ].. {€.}.,

virtual work W. =OJ. iO. .,

It follows from this that we can obtain

=[u ] . ",, (5.20)

Solving this, we can obtain
{o"}. = ([a], .)" {4}.• (5.21)

By using the diagram of the principal relationships involved, we

can figure out {aq} from the vector which we already know, that

is, {01 by the use of equation (5.21); after this, we can again
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.figure out the principal physical quantity {eq} by the use of

equation (5.17). The two steps above can be included in one

formula

{ }, Ce ] (Ea ,)" ¢},.(5.22)

Once we have arrived at this point, the measures necessary for

calculations used in the generalized strain method are relatively

clear.

(i) After we get a clear understanding of the generalized

strain vector {E}X of the structure being considered, we can make

use of the reversible or inversible component square matrix [a]lp

of the geometric matrix [a].., and use it to get a clear understand-

ing of the fact that {eq, is composed of those strains;

(ii) use equation (5.10) to figure out [GIv,, and use equa-

tion (5.14) to figure out [eqJ I;

(iii).use equation (5.21) to figure out {aq}p, and use equa-

tion (5.17) to figure out { q}1;

(iv) then, carry on by solving for the other physical quantities.

(Typical example) The same as has been shown above; see

Figure 2. We will not make use of the property of fixed forces;

however, we will make use of the principal of virtual work which

allows us to obtain equation (5.21).

(i) take EaJ and analyze it into components as follows:

S1

-= I~a]J] then we take

o 0

(ii) if we use equation (5.10), then we obtain
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If we use equation (5.15'), we can then obtain

rc,. _e [ 3 1[e"],= e. e + [GJ'[ e, 31
I. e- I 3]

(iii) if we use equation (5.21), then we obtain

61

And if we make use of equation (5.17), again, then we can get

(iv) by using equation (5.8), we can obtain

u ;1 41.=_ 4! .. all other structures can be
e 3 treated as we have Just done

Section 5.2 Continuing on from the generalized strain method

over to the direct rigidity or stiffness method

The four p level connected vectors { ,, {eQ,, {o,, 401, have rela-

tionships between them as set out in equations (5.20), (5.16) and

(5.6), that is [o$ s t€'j,

These relationships are as shown in

Figure 4. It follows from this that IA
we can obtain the rigidity or stiff-

ness equation

M . (5.23) 'L
Figure 4
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In this case, the effective level square rigidity or stiffness

matrix is

( aI [eJ0I.[a,,, (5.24)

If we use this, then it is first possible to figure out the dis-

placement vector

This is nothing else than the method of calculation which is nec-

essary to cross over from the calculations that we have been doing

to the direct rigidity or stiffness method.

(Typical example) Employ the method for crossing over from

one method to the other. First, precisely determine {Eq}, then

figure out the calculations for [e q] in the same way we have done

it so far. On the basis of equation (5.24), then figure out

[k. 13 = 3
3 1 ][ 11

1= 1 3 ;alofti

Having solved this, we can then obtain , -all of this

is still according to the methods which 3 we have already

used before.

Section 5.3 A comparison of the two types of calculation meth-

ods for the generalized strain method and a com-

parison of the generalized strain method and the

direct rigidity or stiffness method

If we are considering the case of fixed-form structures, then

the amount of work required for the two types of calculation methods

available (see Figure 3 and Figure 4) are pretty much equal. If we

work through the typical example, we can see that both methods re-

quire one'to precisely determine {Eq, and figure out Ce q] (it is

necessary to solve for the inverse [a]1 one time). Equation (5.17)

for the method shown in Figure 3 does not require solving for the

inverse [eq]-; the cross-over method in Figure 4 also does not
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require solving for the'inverse [kJ because of these facts, we

say that the amounts of work involved in the two methods is pretty

much equal.

Let us consider the case of several elastic bodies which, after

they undergo the process of modeling analysis, continue to conform

to the assumption of fixed-form but cease to conform to the assump-

tion of fixed force; in this sort of case, the structure involved

has been transformed into a fixed-form-non-fixed-force structure;

due to the fact that [h] X does not exist, the best thing we can do

is to~look for help to the principle of virtual work; by the means

of this approach, we can obtain equation (5.20) or equation (5.21)

in order to. make up for what we lack. In this case, it is only

possible to employ the generalized strain method. In the references

for this article some authors still call this, after the old fashion,

a direct rigidity method or direct stiffness method; in actuality,

it is still nothing more than a type of cross-over method of calcu-

lation.

The selection of the method to be used and the points of empha-

sis in a problem are related. In vibration problems, it is natur-

ally necessary to calculate the form of the vibration (displacement);

in this sort of case, it is a good idea to make use of a cross-over

method. In questions of minimum weight, if one is designilng the

parameters concentrated in ei, then it is much easier to adjust the
value of [eq]. than it is to adjust the value of [k] P; this means

that it is much more advantagenous to make use of the generalized

strain method and actual practical execution of this procedure veri-

fies this proposition [4]; however, due to the- fact that it is beyond

the scope of this article, we must treat it only lightly.

As far as the case of fixed-form-non-fixed-force structures

are concerned, the use of the direct rigidity or stiffness method

to solve for the inverse is relatively advantageous. It is only in

the case in which one has a chain form structure that it is possible

to reduce the difficulties which come from solving the inverse square
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-matrix [a] of the two sbts or belts of equations. In solving
problems of minimum weight, there is a particular difficulty in

solving for the inverse; basically, the method one needs to choose

in a particular problem requires detailed consideration, and it is

not necessary to be a slavish imitator of the methods which have

been used in the past on particular types of problems.

Section 6. A generalized stress method appropriate for use

with fixed-force structures

Sectian 6.1 The process of deducing the formulas for the

generalized stress method

In addition to the three common assumptions which we have

already dealt with, we must also add another assumption which is

that the structures with which we are dealing are of the fixed-

force type.

The equation for the physical relationship of the structure

under discussion is

{e (f I" c}, (6.1

The equation for the equilibrium relationship of the fixed-force

type structure is

5}5= []~}~, ~ (6.2)

On the basis of assumption (2b) and assumption (3b), we can obtain

the knowledge that the order of [hiJX is /, (11A) (6.3). Take

[b]., and divide it up; moreover, let us assume that there is a

p level reversible component matrix [h] situated on the left,

that is,
£A3MA,= £hJM, [h3,.]J, 1 A- O, (6.4)

It is best if we assume that v>O. Once again, let us take {al

and make a corresponding division of it into

J. (6.5)

56



On the basis of this equation (6.2) is changed to be

{¢}, [h~u a} +h] .- }.,(6.71)"

*The designation system for formulae in this section is as

follows: Any formulae or equations which have a dual relationship

with formula (5i) are dqsignated as being (6i) equations; in cases

besides this, beginning with (6.71), formulae and equations are

designated in their proper order.

If we use [b]i to multiply equation (6.71), and we let

a=[h];{} (this a quantity which

is already known) (6.8)

then we can solve for {a}P and obtain

'6.72)

In this case,

[ -] Eh=-[ .]; S[M] *.(6.10)

According to equation (5.6), if we put together (oci and {a°v" then

Ke can arrive at

M.j +[[r, 3- j{}. (6MI)

In order to solve for all related quantities, we must do the

following: (i) assume that there is a certain value given for 0}v

then on the basis of equation (11), figure out the value of {alX

and its balance with the external loading. The explanation for

this is as follows: if one only employs the equilibrium relation-

ship to solve the problem, then {a}X has many solutions. It fol-

lows from this that we know that the structure that we are dealinR

with is stationary but not fixed; the degree of this condition is

v=X-P. (} is called the static level stress (or the basic system

stress); ()v is called the redundant or excess level stress; V is

called the static level number (or basis level number); and v is

called the redundant or excess level number.
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(ii) if we take all of the elements which are related to the

redundant or excess stress and cut them off or disconnect them so

as to cause (a}v={O1, then what we get is the static solution;

this is nothing else than , this static solution is also

called the p as added into equation (6.8) and equation

(6.11).

(Iii) let us consider {01 ,{O}; from equation (6.8) we obtain

{P} ={O}, and we can then solve the equilibrium relationship and

obtain

It can be seen that each vertical row represents a set of self-

balancing generalized stress vectors [al.; all together there are

v sets of linear independent self-balancing vectors. [C9R] can

be called a full level self-balancing matrix; moreover [B] v

is called a lowered level self-balancing matrix.

Due to this fact, the key to resolving a question of static

strength lies in finding the value of {o} v .

The principal relationships in Figure 5 are explained by the

relationships which follow, that is, the external load (4}U is a
quantity which is already known; the generalized stress {a}l is the

principal physical quantity which is not yet known. From {alX we

can use equation (6.1) to represent {sl, we can use equation (6.2)

to represent {1 P and we can divide up equation (6.5) into (}

(which has not been noted on the diagram) and {alv .

If we make use of equation (6.8), then it is possible to figure

out the stress {aP} of a condition p; if we make use of equation

(6.78) which appears later, then it is possible to figure out (a}

after this, on the basis of equation (6.11), it is then possible to

figure out (a).
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The process for deducing the formula (6.78) relating to' the

solution for {a} V is as follows: the principal of virtual excess

energy points out the fact that any given set of virtual self-

balancing stresses has a virtual excess energy equal to zero which

it produces as actual strain. Now, if we make use of B

to be a virtual set v of independent linear self-balanc-

ing stresses, then we have what follows, that is

[[B',[I1] • {e - (6.73)

LEB]', * •ILA' (r s ]1o°,) =0 (6.74)

let us remember that

[[B]',[I]]. Lt]: []=F], IF],.], (6.75)

E(BY, El]] - If [1 B']= d"],., (6.76)

LE'],[/I]] * ] LOLA * [Fl,..{&, (6.77)

then we can obtain

40. - [d"1;1 IF]., 1cY}M. (6.78)

According to equation (6.11), we can f[a,

arrive at (c} the expression of

which becomes lei.

o-[ d];[F].!0P~. (6.79) '

This is nothing else than the result i -fel 21

of our calculations to solve the prob-

lem of static strength.

Figure 5
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In order to solve for the displacement vector {'P in a sta-

tic rigidity question, we must first make use of equation (6.1)

in order to figure out {0 X as follows:

alo) I[B ],., ,

0 - I 1. YI (6.80)

Because of the fact that there is no relationship which connects

{E) Xand {'} V, it is not easy to solve for {P} . It is better to

take {e) and divide it into two component vectors, that is

= {e' (6.81)

The index p which is added in the notations above has no purpose

other than to formally designate the multiple functioning of the

duality; e1J, and fa{ certainly have no obvious direct rela-

tionship between them. After we carry out the kind of division or

analysis we are talking about, then from equation (6.73), it is

possible to obtain the relationship between the two component vec-

tors, that is

40. = - [B] ". fl},. (6.82)

It is best to call this an adjustment or coordination relationship.

If we raise it to the X level, then we have

= (6.19)

To be specific, if we separate out {P} from equation (6.80),

then we obtain
4%. = r..4f, ' (6.83)

In this case, the purged inverse square matrix of elasticity moduli
is

[4X.. = [f]- ([F,,)' [d");~ [ . (6.84)

Once again, we can make use of yet another form of the prin-

ciple of excess virtual energy, that is, the virtual external work
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which is done in actual displacement by the virtual external load

is equal to the virtual excess energy which is stored in actual

strain by virtual stress in a p state, that is to say

= te'j. {a:~L.e'J. [/3;: {¢L

It follows from this that we can obtain the formula for the dis-

placement for the nodal points, that is

4 =P ([hi;'). { '. * (6.21)

We can also obtain the geometrical relationship

4e,},= [h]',. {V4,. • (6.20)

If we write the rigidity or stiffness equation in the form of

{6=fk'u0{ ., then we can obtain

k = ],, C4/J*' tr' h)', (6.85)

Section 6.2 The generalized stress solution for a

typical example (Figure 2)

This example does not make use of the fixed-form assumption;

it only makes use of the fixed-force assumption, that is

the following exists: [h],3:rh', hi, h', h', 1a]= 0 1 0 1/1- 01.
0 0 1. I '/V2 0

let us choose h h- h'1=1IX3:h .=h'. h

Let us get precise values for
{aL={aJ, {a}P={a. {p}.=S'

fa , car,61C
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On the basis of the relationship d,= and according to

equations (6.8) and (6.10), let

us figure out

1'= 6 , -1J . I/ " o
6 IIVY

It is already given that

On the basis of equations (6.75) and (6.77), we can figure out

1VY 0 0'
2 0 1//2 01

1.5 1.5 0 2/3 "
[1/2] . L[~ t"~=g

16 +1V 3V22f~{326 --

This example figures out to be

Section 7. The qualities of semi-duality, full duality

and autoduality

Section 7.1 The semi-duality conditions in two structural

dynamics problems and their nature

Let us assume that problem 1 has to do with a fixed-form

structure, that it has a geometrical matrix [aJ,,, and that we are
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using the strain method to solve it. Problem 2 has to do with a

fixed-force structure which has an equilibrium matrix [h], and

we will use the stress method to solve it. All the numerical quan-

tities in problem 2 are marked with the asterisk sign * in order

to designate them.

The semi-duality conditions: 10 The subscripts in the two

problems X, 1., v are all

equal.

20 [a] :([h*])' (the order in

all cases is i ). (7.1)

According to the way that (5.4) and (6.4) separate out, we can

obtain the knowledge that

[a2 =([I'),.', haJ-.=([k),D)

- ~BA.)' ~rj, [~).CB3  ~j(7.2)

If we take the strain vector or the displacement vector from prob-

lem I and the stress or the external load from problem 2, then their

product is called the mixed product; there are three mixed products

all together, and they are as follows:

twice the mixed full level internal energy 2U*=Lej {ao}A,

twice the mixed lowered level internal energy 2U,*- = L-*. ,

twice the mixed external work 2W =LO,1}P

If we take the stress vector or the external load vectors from

problem 1 and the strain vector or displacement vector from problem

2, then their product is called the common constraint product; there

are three common constraint products all together, and they are as

follows:

Twice the common constraint
full level internal energy

Twice the common constraint
lowered level internal energy 2U..
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Tfuice the common constraint
external work

When semi-duality conditions apply, there are two sets of equal-

ities which are respectively in effect, that is

We = U* = U1  W. = U. = U,.. (7.3)

Proof:

strain method formula stress method formula

(5.2) {ehLaX,.40.1 (6.2) {6*}.=[h*] 4 {o*A

It is possible to obtain the following relationships

2 " = j{J{ }= L 'h *]= • (a* [ j,.([a ]'){a*h= LeJ{o*} = 2U *

(5.8) L=a;'g,, (6.8) (o } [h*];oNO*L.

It is also possible to obtain the following relationships:

21V"" = §6,, Le"j,[h*);O1,)* = L. Iu, o . = 2Uzo

It is further possible to obtain these relationships:

2U ' l8eJ{O h= lej[I, G'] (0 J +[ I

= L aJ, {a'* -2U*.

(5.19) (9) +(=6.[. 1,]{eh;

U. = Up..
( 5 . 2 1 ) { } ( [ ] ' " 6 . , ( 6 . 2 1 ) { * i ] .{ " .

It is possible to obtain the duality relationship W=Lo

End of proof.
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Section 7.2 The fUll duality conditions for two structural

dynamics problems and the properties of these

conditions

As far as the two structures which we have been considering

go, they not only satisfy the two semi-duality conditions 10 and 20;

they also satisfy the condition 30 which is [c =f *] I ; this

is called the condition of full duality.

The properties or characteristics of full duality include the

properties and conditions of semi-duality (7.3); besides this,. on

the basis of equations (5.1) and (6.1)

{ah= leX. 4e}, e-rfJL.A

Beyond this we can also obtain

2U. = Le*aia jAh= a..,.A [1f], 1 a I,= icij, [e. " oaI

=La'. {e=2U"

In summary, then, the properties or conditions of full dualty are

expressed in the mutual equality of six quantities, that is

I = = U:W. =U. = U..

This is an extension of the law of mutual equality.

But this is not all. Due to the existence of the conditions

for semi-duality, equation (7.2) is in effect. If we compare equa-

tion (5.19) with equation (6.11), then we can see that, if we take

and write it in the form {E*},, and if we take {eq} and write

it in the form {cP,} , then the two equations are the same. If we

compare equation (5.19) and equation (6.11) in the same way, and

there are similar conditions in effect, then it can be seen that,

under conditions of semi-duality, the formulae for the two types of

methods can be divided into four types; these are

10 Those from which can be deduced equation (7.3) and which

behave in accordance with conditions of semi-duality.
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2o Those which behave in accordance with the two sets of dual-

ity relationships such as equation (5.2) and equation (6.2)...and

so on and so on.

30 Those which behave as though the two sets are the same such

as equation (5.11) and equation (6.19), ...and so on and so on.

40 Those which behave as though they were formulae required

by a certain method itself by it! very nature (for example, the

stress method); these are exemplified by equations (6.71-6.85);

when it is necessary, as far as the strain method is concerned, it

is also possible to deduce formulae which are the same as the dual-

ity relationship equations for it.

What we have said above is also only in effect in a formal

sense. Under conditions of full duality, the complete formulae for

the strain method change into the full formulae for the stress

method; this also works the other way around.

Under conditions of full duality, if we assume one step fur-

ther that = , then from the relationship IV=W. , it

is possible to obtain { ; moreover, it is also possible to

deduce 4eh=4e% and ja,=4aj . This means nothing else than

that, as far as fixed-form structures are concerned, it is possible

to employ the formula for the stress method in order to solve the

problems we have been talking about; moreover, the results are the

same as those gotten with other methods.

A fixed-form-fixed-force structure forms a full duality with

itself; moreover, the value of the external load does not change.

It follows from this that we can say that fixed-form-fixed-force

structures have the quality of autoduality.

Below, we will present examples to explain the situations in

which we find the occurrence of semi-duality, full duality and auto-

duality; in problem 1, the external load and [e] are not the same;
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in problem 2, they are both common, and they are both chosen in a

typical fashion for the sake of the problem. Moreover, we will

figure out the mixed product and the common constraint product.

In problem 1, we have [a.= [a].[ 3  [aX'- 2t[ 0  0

In problem 2, we have 1h,=[[*,P, th').], [h']..--[l],,, 0h'=-12 ]
1 0

All this at least satisfies the conditions for semi-duality.

Problem 1 Problem 1 Problem 1 Problem 2

semi-duality full duality autoduality (carries * mark)

6xample example example (typical example)

data 66 SLe 6s

1  16 right a6) =

'66
data "[el. ea [l]s;: X , eoll],X5 s.:.Ve as e,t , r= _[ .

resutt ish , i- Js 1

i
i

right

6 8 4
2 3

. 1 13

result '4 4 2 3 slze as
4 vea / 3V7j right 3, 34V3V6,"£ 8 4v" 2

result i} c1 2 h same as

1 )3_64
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2u=2U:=2W" 60 84 sare as 60
e es right e,

2U.=2UA. = 2W 84 84 same as 60e ea right ee

When we are deducing the characteristics or qualities of dual-

ity, it should be made a rule that problem 1 uses the strain method

in its solution and problem 2 uses the stress method in its solu-

tion. If we meet with the case in which we are considering a fixed-

form-fixed-force structure, then it is possible to employ any

method of solution; in such a case, none of the methods has any

influence on the results discussed above or on the properties of

duality.

Section 7.3 The utilization of the direct rigidity or stiff-

ness method, the generalized strain method and

the generalized stress method

All elastic bodies can be divided into four types; these are

A, B, C and D (see the preface). If we work from the basis of the

deduction processes for the three methods, then we can draw con-

clusions as follows:

In the case of A-type structures, one should employ the direct

r±gidity or stiffness method and figure out the displacement vector

first.

In the case of B-type structures, one should make use of the

generalized strain method and figure out the strain vector first.

In the case of C-type structures, one should make use of the

generalized stress method and figure out the stress vector first.

(This method is arrived at by a refinement of the traditional force

method).
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However, these methods are capable of transforming themselves

into each other and overlapping. Because of this fact, the three

methods are-all capable of being used on the three types of struc-

tures discussed above; the computational results will be the same,

and the amount of work required is more or less the same for each

of them. Because of this, the factors which enter into the process

of selecting a method of solution all depend on the objectives for

which the problem is being solved. For example, a vibration prob-

lem requires a solution for the displacement involved; therefore,

in such a case, one should use the direct rigidity or stiffness

method; if one were solving a minimum weight problem, then one

should make use of the strain method because this method makes it

possible to be much more effective E43. To summarize the whole

thing, each of the methods has advantages and disadvantages.

Figure 6 shows a line or stick diagram structure which contains

all together eight squares and 22 line segments or sticks. The

squares are subject to shear forces on all four sides (fixed-force

members); the sticks or bars are two-force rods (fixed-form-fixed

force members) or they are uniformly sttessed axial force rods

(fixed-force-non-fixed form members. Except for the addition of

internal nodal points, the Ea J of uniformly stressed axial force

rods does not exist). To summarize all this, the stick or rod

square structure is a fixed-force structure which has altogether

six roller seats or bases. Let us assume that the external load

stored at the nodal points is {JX 1  J that the rod length

is l and that f square = f, f- V' f rod = 6f.

If we are concerned with how to figure out the" [f*] X and [h*]

of a structure, then it is possible to figure it out completely with

the use of the stress method. It is also possible to hypothetic-

ally simulate its duality structure (it is a fixed-form structure)

and have
[a .
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It is possible to alter this andisolve it by the use of a strain

method. It is also possible to go over to the direct rigidity or

stiffness method once again; these differing methods all obtain

the same results.

However, on the basis of different assumptions, that is to

say, (i) that all rods or bars or sticks are two-force rods and

(ii) that all rods are uniformly stressed axial force rods, we

obtain quite different results. In the case of the first of these

two assumptions, we obtain 2V=O28/P./!T, , and in the case of the

second of these assumptions, we obtain 21W=lO560fPz/tz ; this dispar-

ity in results is the result of the use of different models (if we

compare the two-force bars to the uniformly stressed axial force

rod model, it seems that the second of the two has more strength

or rigidity to it).
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suinary

The Dual Properties of Elastic Structures

Chen Baiping (Chen Pei-ping)

Any one-dimensional, two-dimensional, or three-dimensional statical

F! problem of elastic bodies usually involves four function-vectors, namely, the
displacement, strain, stress and distributed-load function-vectors:

Within the linear theory, the linear partial differential equations obtained

are self-adjoint ones. Hence an elastic body is naturally a self -adjoint system

( 1 ). This system is built upon the followmng two assumptions:
(Assumption I ) There exists the geometrical operator-matrix [a] which

satisfies the geometrical relation

ae (X "YZ)} [a3 10 (xViY1z )J,
1Xl IXm mMX

i. e., the displacement function-vector determines the strain function-vector.
(Assumption I ) There also exists the equilibrium matrix [h] which

satisfies the equilibrium relation

taxi taxi lxl"

i.e.. the distributed load function-vector is determined by the stress function.

vector.

In § I, a threedimensional elastic body is analyzed, A self-adjoint system

.can always be obtained, but to find its solution is rather difficult. A finite

element technique is usually adopted for obtaining an approximate solution.

This technique may be further divided into two stages, each involving three

steps.

First Stage-the modelling stage.
(Step i) Divide the elastic body into finite elements. Take a finite number

(say J ) of points, called the joints, within the elastic body. Connect these
joints to divide the elastic body into a finite number ( say I ) of elastic

elements. Four function-vectors are associated with each elastic element.

71



For an one-dimensional beam element, these function-vectors are:

[#(X)11, 1 e(X)$', lowx'j, j*s(Xl4•

M4Xl jjxf lix I , 14

Model analysis of such element is made mainly for the purpose of making

the strain state or stress state approximate the real state. It is best to start

with the estimation of the derivatiye of internal energy. If

dU = _Lej(x (x) +. +e,(x) ,

then the strain function-vector, the elastic moduli function square matrix,

and the stress function vector may be taken as

r , 1 I 1(x) 1

e1X1 4  e 1 4 (W

= e , (x)8 1(x) 8 1(W) }
1o()}= " =|.Il h(X)eli X)a ol W/.)

or if

dU' I

then take

a:.l, /I, (x)

X1

! II I (x))1

In short, the It components in ie(x)'l or 1a(x)') should be made linearly inde.

pendent. and they are also required to satisfy

dU = 1 L0(x)'J 1(x)'l

further. they should be physically related as follows:

0 )I[e(x)j e.1 or I X [( y
I'X I 'xl, " lxl " X l " lXl, " Ixl7
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(step ii) Ascertain if [a] and [h]i exist. Whether the above-mentioned
two assumptions. upon which self-adjoint.system is built, continue to be valid
or not affects decisively the computation work that follows. The validity
of the assumptions depends on the existence of the two operator matrices
Ca') and [C'] which satisfy the following geometrical and equilibrium relations
respectively:

a (41 ,[a' J (xVI, +(x l(x)i

At the end of step ii, substitute for the distributed load on the ith

element its structurally (or statically) equivalent load system' acting at
the joints. Therefore, henceforth, {(x') = 4OM.

(step iii) Convert ith element into a structural member, i.e., convert four
function-vectors into four definite-value vectors

A'xl A,'xi ,'KXI

where M '} is the external-force vector at the two ends of the member, These
four vectors are likewise subject to the following limitations:

8'- J W1=~ L'4i'J

Also, for the convenience of derivation of formulas and computation work.

it is stipulated that corresponding function-vector and definite-value vector
may mutually represent each ,ther. For example, from {8(x)') one may obtain

lx I
Sa'1 by using operator-matrix, from 4 e' I one may obtain 40(.)'1 by using
Atx I AIX I *I,- 1
auxiliary functions, etc.

This paper also fully explains the following for beams only:
IV If Ca' exists, then the geometric matrix [a', which satisfies the geo..

metrical relation '{e =[ai]94'0, also exists.
2" If Ch']exists, then the equilibrium matrix Eh'), which satisfies the

equilibrium relation 4'} =[h']{o'l, also exists.
3" If [a'l and Eh'] both exist, then [h']=[a')'.

Second stage-the structural computation stage
(step iv) Form the assembly structure by assembling all free structural

members. Its four assembly vectors are

I XAX I VAXI %'Ux I
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(step v) Assume the structure to have N rigid roller joints. Cancel all
zero displacements at rigid roller joints. Cancel the unknown restraining

forces at the rigid joints. Finally, one arrives at four generalized vectors

0 1, 1 1 ;, 1 I V

where 4 4 is the known load vector of the elastic structural problem.

(step vi) solve the elastic structural problem.

It can be easily seen that both one dimensional beams and plane trusses
are self-adjoint systems and can be easily solved. By studying these cases,

one might know more about the properties of self-adjoint systems.
This paper points out: through the analysis of one-dimensional beams, one

may reach the following conclusion. In the modelling analysis of elements
of elastic bodies, observation on whether the two assumptions remain valid

or not affects the computation that follows. The conclusion is stated specifi.

cally as follows:
1 If assumption I remains valid(i.e., Cal) exists), then all the geometrical

IvlM4

matrices E a' 3, C a 3, and E a 3, which occur in the later steps. exist.

2* If assumption I remains valid (i.e., [ h' I exists), then all the equili-

brium matrices E h' 3, E h 3, and Ch 3, which occur in the later steps, exist.

On the basis of the above conclusion, elastic structures may be classified

into four types as follows:
Type A: Both E a ] and E h 3 exist.

AxJA AX .

Type B: E a I exists, but C A I does not.

Type C: [h] exists, but [a] does not.
PAXA AXIL

Type D*: Both Ea3 and [h] are not clear.
AN' /AXA

This paper also points out with emphasis that, for each of the three
types of structures, there is a suitable method of solution:

The direct stiffness method"' for type A;
The generalized strain method"' for type B;

It is beyond the scope of this paper to discuss type D structures.
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The generalized stress method"' for type- C.
Starting with the assumptions (1), (2a), (26), (3a), and (3b) as the general

requirements for an elastic structure, one derives rigorously the formulas for

these three methods. Detailed computations of a simple planar truss are also

given to illustrate the computational processes involved in the three methods

of solution.

It deserves to be noticed that a type-B structure and a type-C structure

under certain dual conditions possess the astonishing feature that from the

generalized strain method all formulas of the genleralized stress method can

be derived and vice versa. In other words, these three methods are very

conveniently interchangeable and the amounts of computational work are

approximately equal.

Then, which is the best method? In the author's opinion, it depends solely

on what physical quantities are to be.computed in a specific problem. The

following two extreme cases may be taken as examples:

1 For finding the mode (or displacement) in a vibration problem. the
direct -stiffness method is best.

2" For finding the unknown design parameters in a minimum weight

problem."I the generalized strain method il superior..because it is much easier
to adjust the value of [e3,,, than the value of Ekl.,.

Unfortunately, most of the authors on finite element technique. study it

only from the viewpoint of theory of elasticity and almost completely ignore

the significant features of the elastic structure itself. They usually standardize

the form of presentation of the final results and give only direct stiffaess

matrix equations, even" when such equations are sometimes transformed

from equations derived by other methods. By so doing, they miss the oppor-

tunity of clearly bringing forth the generalized strain and generalized stress

methods, thus disadvantageously making it very difficult to select the most

suitable method for a specific problem.
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MATRIX ANALYSIS OF WINGS

Xu Yuzan, Zhu Runziang, Jiang Jiniag ard Cai Yiuliu

ABSTRACT

The calculation of static strength of wings is an

indispensable area in the design of flight vehicles. In

general, different analysis methods are used for wings of

different types of constructions. Even for wings of the

same type of construction, due to the variation in shape and

dimensions, the tedious calculation processes must be

repeated. In this paper, the plate-beam wing constructions

are simplified either as plane stress or plate bending models.

It introduces the triangular element matrix of a laminated

plate and the element stiffness matrix of the beam of

axially-variable rectangular cross-section. Correspondingly,

two general computer calculation programs are compiled. As

examples, calculations are shown for wings consisting of

plates and beams, honeycomb core and solid wings. Compared

to the experimental results, the errors in the nodal deflec-

tions are generally less than 5%. Therefore, it is clear

that the method adopted by this paper has finite accuracy

and generality. It can be used as a reference in the future

design of wings of all types of construction.-

I. SIMPLIFIED CALCULATION MODEL

A direct calculation of static strength cannot be

carried out directly, because of the complicated structure of
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TABLE 1-1. OAMPYHISON OF 'IO MD LS

PLANE STRES YDDEL PLATE BEME:G0.D

SSV-.*MION Upper and lower plates assured to (1) SatisfIled straignt nor,-al
consist of mny planar triangular assuption.
plate elements. (2) Wing assured to consist of

n4ny trianEA!ar elements.

(Only linear increase of
plate thickrness discussed.)

:' , G -IE-ITS Upper plate, lower plate and bear. Plates and bc.s.

SM..SS COMITITON (1) Upper and lower plates and (1) Plate and tewrm can take
beam.z fomc force-exerting bending, twistirg and
structure. Beams take up shearing.
bend;.ng, twisting and shear-
Ing forces. Bending stress (2) Stress distributed linearly
transfor-ed into plane stress along thic]mess.
stiffness by upper and lower
plates.

(2) Stress un-formly distributed
along thickness of plate.

--- 'n Pane triangula: stress ele-ent Trianalar elenent and beam
and bea-m element. eleznt.

"ODAL .FO On plane between upper and lower On center plane cf wing.
plates.

NODAL DE E CON x, y, z direction def.fetions. z-axis deflection; x, y axes
rotato6n.

NODAL FORCE Force in x, y, z directions. Force in z directicn; torque,
x, y axes.
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the actual wings. Therefore, simplifications must be made.

Wings consisting of plates and beams generally can be simpli-

fied as plane stress or plate bending models. In the plane

stress model, it is assumed that the upper and lower plates

are under plane stress conditions with respect to torque

This model has been discussed in the literature [1], and

it was used in the box-beam example in this paper. Because

of symmetric structure and identical stiffness between the

upper and lower plates, it is only necessary to analyze either

plate to obtain the calculated stress strength of the entire

wing under asymmetric load reactions. For solid plates or

various types of laminated plate wing structures, the plate

bending method is used to make wing calculation problems

become plate bending problems. In this paper, a three-layer

plate bending problem is discussed in detail. It is applicable

to the solid plate as well as a variety of laminated wing

structure problems.

For convenience, the comparison of the two models is

tabulated (see Table 1-1).

II. BASIC EQUATIONS

1. Selection of Coordinate Systems

The coordinate system of the structure is shown in

Figure 2-1. It is a right-hand coordinate system. The plate

middle plane is in the xoy plane.

2. Nodal Deflections and Nodal Force

1) Plane stress model:

The nodal deflection of the triangular element is:
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Ur 9 r =i,m (2-1)

where i, j and m are the symbols of the three 3orners of the

triangle.

The corresponding nodal forces are:

(Pa.i IPc3 M, ), , V, ,. -,,m (2-2)

The above nodal deflections and forces are positive in

the positive direction of the same coordinate system. Nodal

deflection and nodal forces for beam elements are similar to

the above equations. They will not be repeated here.

Figure 2-1.

2) Plate bending model:

The nodal deflection of the triangular elements is:

{IoAs = , ~i ldr}3K , r(-i, j,3)
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The corresponding nodal force is:

jPI}, f #Wrhx(P,4L sx I r=i, j, m (2-4)

Angular displacement and the vector quantity of the

torque are determined using the right hand rule. Nodal de-

flection and nodal forces are positive in the positive direction

of the axes of the coordinate system, as showin in Figure 2-2.

The nodal deflection and nodal force of the beam element are

similarly defined, and they will not be repeated.

zI

V9f)

O(M)

Figure 2-2.

3. Basic Equations

1) Plane stress model:

i) The stiffness matrix of plane stress triangular

elements is taken directly from equation (5.141) in reference

[2], i.e.:

[K] = [ K] + [K s] (2-5)

where [Kn J is the stiffness resisting stress in the normal
direction and [Ks ] is the stiffness resisting shearing stress.
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They are expressed as:

,,

- My,2x 3a x2.

3 FJt - YS Y3, P4X32Ys , y 3 ,Ch.' =z/l- 11 IY32X3t - XSZXSI -4Uy31X31 X28

Y3:Y3J - JPX32Y21 - YsYIS PlX3,Y:j Y2-

- PY32XZI X32X21 Iy,1 XJ -X3,XII -Y21XIt XL'

X2S

4 - X3.y32 YX2
1K3 Et -X32XSI y32X31 X31
CA.' (1 4 -02----) X32YS, - y3ay3, -XSIy3, Y2,

X3XZI -y33X1, - X3 1X I Y 3 1XII XjI

- XSty2t y2Yz1 XsVY2 1 - YsIY-I - XzjY21 Yz2

where A represents the area of triangle 123 in Figure 2-3, E

is the elastic modulus of the material, u is the Poisson ratio,
-xij = xi - xj, Yij = Yi - Yj i, J are symbols for triangular

nodes. The corresponding nodal deflection and nodal force for

equation (2-5) are equations (21-1) and (2-2), respectively.

Y2

II

3

Figure 2-3

We are going to use the same partial coordinate system

for the triangular element as the one shown in Figure 5-13 in

reference [2]. Let the oy axis be in the direction of side 1-2

and include the axis in the same plane as the triangle. Then
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the oz axis can be determined according to the right hand

coordinate system. Therefore, the transformation matrix [X]

is the same as the one described by equation (5.157) in

reference [2] and will not be further repeated.

ii) Stiffness matrix of beam elements:

It is included in the Appendix. The derivation

of the stiffness matrix of beam elements with rectangular cross-

section (see Figure A-1 in the Appendix) and the results are:

acl, 0 -ac 2  -acl. 0 a(c=-cil)

'00 0 -j6 01
[K]= a(cz,+c,) acl, 0 a(Icz- cis- c,) (2-6)

acl, 0 a(Icl-ci)
6 0

a(1~c, - 21c,. + c:. + c,)

where the coefficients are shown in Table 2-1.

TABLE 2-1. COEFFICIENTS OF RECTANGULAR CROSS-SECTION BEAM

WITH VARIOUS PARAMETERS

BEAM CFDSS-SECTION CO el c,. c=

B - const. KE Ia" I 1+a) 4_ .(lflb-!!+G...)- 1i. 42
h(x)--x 2a(2- 0""

B = const. KE!, 2 2_. 2 -- 1- )
h .,~., -V2 'a) I T ° +=0) 2 -402 + 33- 2(a- - 2 .)-P

B const. KE!, 3(1-a2) I tios I (1-as+a'lna') , : _ +3 I is
h 14... 

= V" G , 2(1-:0) as-T -, (1-0') ?

B()%x h =const. KEU, in_ a I2 In ~x 2a+ 3 0-I2naj() 2
GF, (a-) a-I ( I a3)=

B, h = const. KU, - 3
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Tabulated K values are shear stress distribution co-

efficients. For a rectangular cross-section, K = 1.2. B is

the width of the beam; h is the beam height. E is the elastic

modulus. G is the shearing modulus. I is the moment of

inertia; 1 is the length of the bear. F is the cross-section

area. The subscripts i and j are sy;.bols for the .end pointshih jia = Jj = 'na' 'la = EI,!D,
of the beam, a = h, a =

8 = /C D = Cl1(C22 + CO) - C122.

The corresponding nodal deflection and nodal force for

equation (2-6) are equations (2-3) and (2-4), respectively.

In order to obtain consistent results to those of the plane

stress triangular elements, equation (2-6) must be modified.

From Figure 2-4, it can be found that the relations

between the two types of nodal deflections and nodal forces are:

er'= ,2). w,= wM=h,•U,, Q.,=2W,

155i

Figure 2-4.

Similarly 0,,=-vr/(h,/2), M,=hV,
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Substituting these into the stiffness equation, after simpli-

fication the nodal deflection and nodal force can be expressed

in the same forms as equations (2-1) and (2-2). The stiffness

matrix becomes

- 2 KKSO 0 lKs.2-7

2 as 0 0 2hKh,

1 2 2
IK IK,.. 0 (2-7)e

EK3= 2-. 0 t e
2" 1 A/ ,

symmetric 20Kss K

where Kij is the element at the ith row and Jth column in

equation (2-6).

Based on Figure 2-5, whi.ch shows the relation between

the partial coordinate of the beam and the standard coordinate

system of the wing, the tranformation matrix can be obtained:

A., 0

A*, 0
L. 0 (2-8)
0 A..
0 A.J

0 A..

where A-=I.., m ],no&J, Ae. Li., .9 n,, n,,J, A ,= Li.., . * t °tN The elements

are defined by the coordinates of the node points i and j at
both ends:
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!.. = (3t -31)/d4 = n 0, to=fi ,dj n., 0
m., = U, 1/d4j, n., 0

.-= 0, rnO,= 0, n,= 1 (2-9)

Figure 2-5.
ii) djV-, + 4

iii) Load matrix:

If the load action F is concentrated in the triangle

123, based on simple static mechanics, it is distributed onto

the node points with nodal load F1 , F2 and F3 :

F=F++FF,,
lFxo Fix + Fjxj + FsXS,9

Fy= Fly, + Fly, + FsY.

and

IFI = [X : xj F

Fs YlA Ys Ye

Introducing area coordinate symbols, we get:

L : X 2 $ X
and

F L

Fs Ls
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Therefore, the nodal load matrix is:

AFI=LO L, 0 0 L2 0 0 Ls OJTF (2-10)

iv) Stress matrix:

Due to the linear distribution of deflection inside

the triangular elements, the stress is the same at all points.

The equation is as follows, which is equation (5.140) in refer-

ence [2].

I E
- 2(1 - A')

YsY -Ys PX, 1 Y3 -MX 2 , III

U1A Y31 -x- X31 Ys3 X3 1 (2-11)

2) Triple-layer plate bending model.

i) Triple-layer triangular plate element bending

stiffness matrix:

Reference [3] introduced a stiffness matrix for

triangular plate bending elements. Therefore, it is possible

to separate the variable portion for consideration under non-

linear increase in thickness and triple layer laminated plate

conditions. The stiffness matrix is:
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[K3-=[,F 3r([-F3 + [-D)tF

SrCR) A[R] £01
Y]= E I[R ER) £0)1 (2-12)

120(-PW) [ £03 £03 [R3

where E and u are the elastic modulus of the outside layer

material and Poisson's ratio, respectively. For linearly in-

creasing thickness plate:

- D=
£R8 4 0y

S209f + 41 (2t , + t ) (3, + t.)+ 4t7 + (2t. + t,)(3t + t) +
+2(t j +tW W!(t t+tf.) + + 2t,(3t2+ 2tit,+ t2-) + + 2t,(t!+ 2t,.t,+ t2) +

6t,(t; + t.2 + tst.) + t2 4#+ t +4t2(4t. + 3tj )

20tj + V4t + (2t. + I,) t3tj + If) +

+2(t. +tN)( 6t +t! +ID+ +2tj(3ti+2t.t+t2)+

+ 6t,(t2 + t2 + t'1) + t2(4t, + 3t)
symmetric

20t +
+ 2 (t, + ti) (61.+2t,2 + t2) +

+ 6t.(t + tI + tWtj)

a is twice the area of the triangular element; i, J and m are

symbols of nodes of the triangles in a counter-clockwise order;

and t t and tm are heights of the three nodes with respect
i i

to the surface of the outside layer.

- r [R ] -[0]

1,1 20(1 2) J uCR3 CR) [£0)

CR) ACR) £0) 1(2-13)
/'CR) CR) [0-

12( - 2  1[03-i ll
L £0) £0)

E and 0 are the elastic moduli and the Poisson*. .ratio of

the inner layer material, respectively. LRJ is of the same form

as [R] with ti, ft and mo as the thickness of the inner layer

material.
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Column 1 Column 2 Col. 3 Cols. 4-6 Cols.7-9
1

2(2b2+b b ) I b,b.(6.-b) I
2b. (2b,- be) 6 .6,(6.+ 2b, - bD I
2b.(2b. - b) i j)

4c,(b.cj - bjc.) + € ew.(b. b )

I cc. (b.-b,) +2b.c 2

I cc, (b,. - b,)-2b.,c l... ,,,

4(2bi, + bjc, + bmc,)u 4b,(b.c - bc,.) + (b. - bj) (bc. + b.c 4 )
-4(b,c,-bc,-bC,)" 4b.b,€,+(b.-bj)(bc,+ b,c.) -M I

I-4(b,e,-bjca- bc I -4bbc,+ (b.-bj)(bI+ bjej)

where

b , yj - y., bj,= Yee,- y , ba= y# - yj,

Ci= XM -XJ1  C1 X CO --

The symbol .- means that b and c are interchanged with

row number and subscript unchanged.

In -- 0 , ( means that the subscripts i, J and m

change in a cycle ; and - means that the

row order changes according to / /4 \ A
3- 2 6'*---5 9'.--8

-- represents a one-way relationship.

ii) Stiffness matrix of beam elements:

The derivation of stiffness matrixes with rectangular

cross-section is included in the Appendix using various para-

meters. The results are shown in Equation (2-6) and also tabu-

lated in Table 2-1. Since the corresponding nodal deflection and

nodal force are identical to those for plate elements, they can
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be directly applied.

The transformation matrix of beam elements (same coordi-
nate system as shown in Figure 2-5) should be:

/a ls M eog 0 .nate;ny t o p aMY, n 93 4r: om (2-14)

S0 no, a, m °.I
no[ I., in.a

where the elements have been obtained in Equation (2-9).

iii) Load matrix:

If the load is concentrated in the triangle, the load

matrix becomes:

{Fd}x,

{Fx = F}SXI

((2-15)
{FU},EI

The symbol means the same as described before. The

row order remains unchanged, while the subscripts interchange

i

according to: / \

where: r Lj+ LLj(L-L) +LL.(L,-L.) 1
{Fjs}I = [- b.(L.L, +LLL.) + b,(L L. + L,LjL,,) f F(xy.)

_ ..( , +ILLjL) +c,(L L.. + LL,L)
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F (x0 ,y0 ) is the concentrated load value at (xo ,Yo).

iv) Stress matrix:

Because the selected position function is third order,

the stress in the triangular element is not a constant. In order

to quantitatively specify stress, the stress at the center of

each element is used to represent it. The equation is:

-,ri A .. . .T 0 0 0
0, Et, + tj+ t.) +_____ 1,I 111 0 0 0 FJ6 (1)

18 0 .i)6 a 7)- 00 A"! -1, - 1-2 2 2

where t is the thickness of the inner layer, t is the thickness

at the center of an element, i.e. (1/3)'(5 i + tj + t

III. COMPUTATION PROGRAMMING

1. Original data information:

1) Constants:

AA - Number of free nodes; BB - number of fixed nodes;

D - number of triangular elements, EE - number of beam elements;

FF - number of concentrated loads; GG - number of triple-layer

elements; QQ - parameter used in determination of the beam

element model which is selected as 1,2,3,4 and 5 according to

the sequence listed in Table 2-1; HH - parameter used in the

selection of height equation. If the height is obtained using

a special equation (as presented in Example 1), then HH*= 1.

Otherwise, it can be any other integer ( HH* 1), if the input

of higher level information HE is required; EF - elastic modulus
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of the outer layer of the triple-layer plate; EC - elastic

.modulus of the inner layer of the triple-layer plate; U - Poisson

ratio of the material.

2) Numbering group:

ME [l:DD, 1:3] - Numbering system of the nodes

of a triangular element (on

the xoy plane, the nodes are

numbered in counter-clockwise

direction).

NE [l-:EE, 1:2] - Numbering of nodes of beam

elements (the origin is

selected at node i, and node

j is along the ox axis).

XE [:AA + BB, 1:2] - Coordinates of nodes (x, y).

HE [l:AA + BB] - Coordinate of nodes (z).

MET [l:DDJ - Thickness of outer layer of

triple-layer plate.

NET [l:EE, 1:2] - Thickness of beam element at

nodal point.

PA [I:FF, 1:3] - Concentrated load signal (X,Y,F).

2. Sequence of input data:
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(1) AA, BB, DD, EE, FF, GG, QQ, HH;

(2) EF, EC, U;

(3) XE, PA;

(4) ME;

(5) NET; (no input if beam element is not there)

(6)- NE; (no input without beam element)

(7) MET; (no input wihout triple-layer plate element)

(8) HE; (no input if the height is determined using

existingprocess in the program.)

3. Sequence of input results:

(1) If a height determination program is used, type

HE [l:AA + BB].

(2) Type PE for a load at free node; PO for a load at

fixed node.

(3) Type DKM for row width of the general stiffness

matrix; KK for the number of one-dimensional ele-

ment symbol of the general stiffness matrix; DYZ

for the column number of the first non-zero element

in the reaction force matrix, the column number of

the last non-zero element and the one-dimensional

sequence number of the first non-zero element in

the same matrix; YY for the number of one-dimensional
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numbering elements in the reaction force matrix.

(4) Type number of plate element and the elements of the

stiffness matrix of the last plate element.

(5) Type number of beam element and the elements of the

stiffness matrix of the last beam element.

(6) Type of results of deflection. There are AA sections

and each contains three deflection components.

(7) Type of results of reaction forces and total reaction

force.

(8) Type of stress of plate elements and total stress.

(9) Type of stress of beam elements.

4. Storage and solution of linear equations.

The elements of the stiffness matrix are stored according

to the one-dimensional numbering order of the variable band

width. The linear equations are solved using the Choleski

method. The programs are edited from those introduced in

reference [4].

The above description applies to both plane stress and plate

bending models.

IV. EXAMPLES

Example 1.

A wing is constructed with two solid plates (upper and
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lower) with radial reinforcement of beams. Rivets are used

to fasten the two plates at the middle of each beam. The

thickness of the plate varies from thick to thin outward. The

plane projection shape is a trapezoid. The cross-section shapes

are like a symmetric wing formed by the two second-order curves

describing the upper and lower plates. In the middle of the

base of the wing, there are five comb-shaped joints. Two

more auxiliary joints are located at the front and back of the• " 345

wing as shown in Figure 4-1.

. .

Figure 4-1: 1) front auxiliary joint; 2) radial beam axis;

3) main joint; 4) back auxiliary joint.

This wing can be solved using both plane stress as well as

plate bending models. When the latter is used, it is considered

that the wing is formed by the-upper and lower plates and empty

space in between. As long as the straight normal line assumption

is satisfied, the triple-layer plate bending theory can be used

to obtain solutions. Now that there are ten reinforcing radial

beams in the empty middle layer and the upper and lower plates

are connected into a solid body using rivets along the center-of

the beams, under such conditions it can be approximated that the

wing stress satisfies the straight normal line assumption. In

dividing into elements, the vertex of every triangular element

and its opposite side should be located on the center line of
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two neighboring radial beams. Certain relations exist among a

finite number of elements. Every triangle forms a unit with its

.upper and lower triangular plates, which receive the stress

together with a beam element. Experimental results and theoreti-

cal calculation both showed that it is feasible.

If solutions are sought using the triple-layer plate

bending model, because the middle layer is empty, we can let E = o

in Equation (2-13). Then (2-12) becomes:

2E(R3-ER3 P(ER3-ER3) 03

+17 F(£R-CR)) R J-CRJ 1 0

E40 03 12ER CW-

4049

A

20 / 20-

Ie .- I

n.5 .i)0.5 1.0
(a) (b)

Figure 4-2.

Key: 1), 2) :deflection; 3), 4I) :plane stress case;

5), 6) : triple-layer plate case.

Based on the requirement in the general program, the symbols

-for the fixed nodes come last. This is to facilitate the use of

boundary conditions to eliminate the-oddness of the general stiff-

ness matrix.

Some of the results are shown in Figure 4-2, which shows

the calculated (from both models) and experimental nodal deflec-
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tions for the 6th (Figure 4-2a) and 7th (Figure 4-2b) beams.

The errors are rather insignificant* and generally less

than 5%. It was found that the results obtained using the plate

bending model were closer to the experimental values. The above

also applies to the calculations of other nodal deflections,

and they will not be repeated in detail.

Example 2.

A wing has a double-beam honeycomb laminated structure.

Its shape is a right angle trapezoid. The front edge is slanted

backward and its cross-section is a flat plate. The rear and

middle beams are located at the rear edge of the wing. At the

base of the beam, there are two fixed support joints A and B.

An auxiliary joint C is situated at the front of the wing. It

is shown schematically in Figure 4-3.

D-D

Figure h-3: 1) middle beam axis; 2) rear beam
axis.

Let us simplify this wing and use a triple-layer plate

bending model to obtain a solution. Since the inside of the wing

* For easier comparison, the calculated values include the nodal deflections
due to the displacenent of the base and rotation during experiments.
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is a honeycomb structure, the stiffness matrix (2-12) can be

applied directly. Part of the calculated results are shown in

the figure below.

2 2-/+
+

0.5 1.0 0,$ 1.0

(a) (10

Figure 4-4.
1) deflection, mm

The calculated and experimental values of nodal deflections

along the middle beam (Figure 4-4a) and rear beam (Figure 4-4b)

are shown. The errors are within 5%. The remaining calculations

are very similar and will not be presented.

Example 3.

A winZ is made of solid structure. The horizontal projec-

tion is rectangular with one corner cut off from the rear tip of

the wing. The cross-section is byperbolic. The base is fas-

tened at point 0 19 in Figure 19. The wing is schematically

shown in Figure 4-5.

This wing can be solved using the plate bending model.
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ILI10 1

Figure 4-5.

Since it is solid, the elastic modulus of the middle layer is

identical to that of the outer layers; Equation (2-12) can be

used to obtain the solution. Part of the calculated results

are shown in Figure 4-6. It shows the calculated and experi-

mental nodal deflection values along the front (Figure 4-6a) and

rear (Figure 4-6b) edges. The error is again about 5%. The

other results are the same and will not be presented.

In addition, we used both models to solve the box-beam

example in reference [1]. Results indicated that the calculated

values are very close to those listed in that paper. The plane

stress model seems to render better results.

10 .o

14

0.5 1.0 05 1.0

(a) Figure 4-6. (b)

1) deflection, mm
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V. CONCLUSIONS

1. This paper introduced the equations and programs

applicable to the estimation of static strength of wings, in- ....

cluding solid plates and various laminated structures. Calcu-

lated and experimental nodal deflections differ by less than 5%.

The values of nodal deflections obtained using both models are

smooth across the wing which is close to experimental findings.

Therefore, it may be concluded that both models reflect the

physical properties of the problem.

2. For wings which can be simplified using either model,

it was found from calculations that the plate bending model pro-

.ides better results for wings with high strength, while the plane

stress model is better for softer wings.

APPENDIX

STIFFNESS MATRIX OF A RECTANGULAR CROSS-SECTION

As shown in Figure A-l, for a rectangular cross-section

beam element with nodal points i and J, it is possible to derive

the stiffness matrix using the unit load method. The correspon-

ding nodal forces to w, 6 and ey are Q, Mx and My , respectively.
x y

I. The displacement at i end and its relationships with

external force.

When the nodal force is exerted on the end point of the

beam i:
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W4JEI)dxjeExdXJ GF(x) u

where K =1.5, I(x) and F(x) are parameters of~ the cross-section

which vary with x. If

cA=F x KEII
FCP cut, o

C22 xld f Ixdx

The e4uation can be rewritten as:

_____(c*+o) Mrd (A-1)

Uri(My,) W'jQiA

Figure A-1.
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The angular change of the i end due to the nodal force

is:

I' xdx M, dxQM (A-2)
E 1 J W E . (x) El, cI + C1.

where CdX

The expressions of MiQ, MQ derived from the

above equation are shown in Figure A-2:

z

Q' . M(X)=.X

Ar*L~ ~JMu(X)=-I

+ Amr(X) a Mn,

+ 1 QIQ(X) '

Mxi 4- MMx(X) - Mx'

Figure A-2: 1) unit shear force; 2) unit torque; 3) unit
shear force; 4 ) unit torque.

The angular displacement of the i end of the beam is:

O f'. MN'Mmk.,d_ M.4 d MA.C

(A-3)
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(A-3) can also be written as:

M,4 = G14 9 ., (A-4)
Ca

From (A-I) and (A-2) we get:

SW 4 . I [ , c,,] Cis I ,4
0. =E c. C', J M.,

The inverse is:

M __= D -- , W,:+, 0O (A-5)

where

DI OCJ J:

Based on equilibrium conditions:

Q,= -Q4,
M. = - Mg, - Q41,
M.= -IM..

From the above and (A-5)-we obtain:

Q r= ' (IzQW, -cwd) (A-6)

M j- IC)W, + (Icis - c21 - C,)0,3 (A-7)

From the equilibrium conditions and (A-4), we get:

c8 (A-8)
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From (A-4) through (A-8), we get:

Q, a 0 - a c1

M,0 0 0
M .' a c , 0 a 1¢ C + CO) w 4-9

acl 0 ac1  (A-9)
M, 0 -$ 0
M. /  a(c 1 - lc=z) 0 a(c 1 -¢ %-c@)

where a= -t , p= I

II. The displacement at j end and its relationship with external

forces.

When the nodal force is exerted onto the J end:

wj= MIOQ 'dx+ IM±QMM "dx + I 'jQQj ER) f-E() f GF (X)

(12' -I'21x +xZ) + If (x-l) KQ1 g dX
E(x) JE ix -)-+ G J F(x)

Using the symbols described above, this equation can be

written as:

j Ell (12CII 2 Ic,+c.+c,)+ I) E T(-c") (A-10)
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The angular displacements:

9 1 g=aJ'M;Qdx + J ~-'dx= QPr X)d +! r'-
E7(X) fJ.Ix) E E0 !(x)

and EG- D- =  (A-12)

M., 01,Ci0  (A-13)

The expressions for MI. MQ ...... as described in

the above equation are shown in Figure A-3.

Let us repeat what we did before, and then we get:

Q ac 0 a (cs - lc)
MIl 0 - fl 0
Mcf acs 0 a (1cl-cl) 0,c@ (A-14)

Im., 0 10 0

a (c, - cis) 0 a ('l - 2lc1c + c¢s + c,)
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Mrn

MIQ(X)-l-z

MQn'(X)Mr -: -1'

QQ~X). - QI

Mum (X) - -Mx, ix

Figure A-3: 1), 3) unit shear force; 2), 4) unit torque.

III. STIFFNESS MATRIX OF THE BEAM ELEMENT

From (A-1) through (A-1L4), it is possible to obtain the

equation for the stiffness of the beam element as:

Q a ell 0 - ac 2  - acl1  0 a(cls -Jl) W)
M- J 0 0 190 (emd

M,1a(c~j+cG) acgg 0 a(Ic1 1 - ell- ce) Ia A-5

Qj ~ ~ acil 0 a(Ic11-ell) (15

IV. THE BEAM COEFFICIENTS OF VARIOUS PARAMETERS

1. Beam with constant width B and linearly varying

height h(x):
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Beam height h(x) hi + (h h)

Let a = h 1/hi , then h(x) =h (A + bx) where b 1

Moment of inertia RX)= Bh3(x) B( =12 -12 bx'I(ab)

Cross-section area F(x)=Bh(x)=Bh(a+bx)=F(a+bx)

a dx dx 1(I+a)
c, , /x3 (. + bx)' 2?2

(lI xdx f I xdx 9

(il xdx (a x'dx 12 3)1,a
f 7(x) - Jo(a+bx)$' Ia( -4-2 2)= = 1

-(-x) f = jWab t

SKElJ , KEII Ia
Co= CIe =., a -"

2. Beam with constant width B and height varying with

the square root.

Beam height h 2(x) = h 2 + ( - h 2

or hh(x)= hil(4) +[1l- 1 =hj(r+bx)-

r h, \

Moment of inertia I(x)= Bh'(x) = (r + bx)l fj(r+.

Cross-section area F(x) =Bh(x) = Bh(r + bx) F,(r + bx)
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Therefore C= 1  J = (r+bx)' = V21 7 V)

Let a=hlh,, 1C1= (1 +a)

fI xdx f' xdx 21' 212C¢1 J( x) (r+bx)"'f(+ V r) = (Q+a)''

~~Z liJ 1(x) Q + (rbx)VI =(1 - -4a +16s

c4=f Y-( = f.(r+bx)' - 1 + a

KEII , KEIj 21.=-FC= GF, +a-

3. Beam with constant width B and height varying with

the cube root (linearly changing moment of inertia).

Beam height h3 (x) = hi3 + ! (hj - hi3 ) or

h(x) = h3 (r + bx)1 / 3

where r= (h,/hj), b= (1- r)/

Moment of inertia 1x)= Bh(x) = (r+bx),
12 -

Cross-section area F(x) Bh(x) = F(r + bx)"m

Therefore I dx jI dx" itn r ha
C f, .- x)= f r+bx --- fI =1 a --fI,

C is, 1 ( j =  b (li r5' ( -r+rlnr)
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(1 -a'+a 3 naS)

Ci .xdx (I x'dx is 2r + _ -

C 1 l J (x) f r +bx -(1 0" 2\ + 2-

"a3- s  - alna),
( 1 0 s)s \2 2(1-.___ 3 31 * 1-')

CO F 1 d,, I dx 31 Q =ll' 31 Q 4.

€.=F (,J x)- (r+bx)'$= 2(-r) (1 2(1-4 )

CKEIj , KGF 31 -a)

4. Beam with linearly changing width B(x) and constant

height h (linearly changing moment of inertia)

Beam widthB(x) = B + (B- B i)

Let a, = Bi/B j

Then B(x) = Bj (a1 + b ) where b = 1-a1
1

B(x)h2 hsB,
Moment of inertia 1(x)= 1-2 -,-(a+ bx) -h(a+bx),

Cross-section area F(x)=hB(x)=hBj(a,+bx)=F(a,+bx)

Therefore

J dx Ia dx Iai

CI 1 (x) - ia+bx a-; I,
' xdx (A xdx 1'

cig=sj f. 7(x) f . al+bx =Q(-at)(1 - a + a anaI) ,

J7 axd I x'dx is 3a a,* na,

.~~I *(z) f. al+bx d(1-aa)Y Za+a'ala

CO F : 4x 11 x na
c" F W F-A= , = - t

=.KEIj 1 KEII Ina, I
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5. Equal cross-section beam.

Let's choose a or a' to be 1, we get:

cia-i

Cs = 12/2,

Cis = 13/3,

KE!,

For all the above cases, J(x) = J (a2 + bx), a2 = Jl/J

2
1-ab = -1

Idx (' dx lnnz

"JJ(x) J. aj +bx W=-1

if a2  1 then c33 =1.
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Summary

THE MATRIX ANALYSIS OF WINGS

Xu Yuzan, Zhu Runxiang, Jiang Jinquing and Cai Yinlin

In the design of flight vehicles, the calculation of

static strength of wings is indispensable. In general, the

methods of analysis for wings of different constuctions dif-

fer from each other. Even for wings of the same type of con-

struction, the tedious calculation processes have to be re-

peated, because their shapes and dimensions are different.

In this paper, the plate-beam wing constructions are

simplified either as plane stress or as plate bending models.

For plane stress model, it is assumed that during bending and

torsion the cover plates are in plane stress and the beams

carry the shear forces, with the bending and torsional

rigidities of the beams accounted for by equivalent additional

cover plates. As the wings are usually symmetric with respect to

its middle plane and the external load is usually antisymmetric,

it suffices to analyze half of the wing. For plate bending

model, it is assumed that both plates and beams can resist

bending, torsion and shear.

In addition to applying the well-known element stiffness

matrix of plane stress, this paper introduces triangular element

matrix of laminated plate and the element stiffness matrix of

the beam of axially-variable rectangular cross-section. This

paper also gives two general programs for calculations by

computers. As numerical examples, this paper calculates the

deflections and stresses of the wing consisting of plates and

beams, the wing with honeycomb core and the solid wing. The

computation results are in good agreement uith results of ex-

periments specially conducted for the purpose of verifying the

110IJ



proposed methods of analysis. The errors in the nodal deflec-

tions are generally not more than 5%. The formulas and pro-

grams introduced by this paper are fairly satisfactory in

accuracy and generality. For the wing consisting of plates

and beams as well as the box beam of reference [1], both of

the above-mentioned models are used to make computations. It

appears that, for stiffer wings, the selection of plate bending

model gives better results, while in the case of flexible wings,

the other model is preferable.

To proceed with calculations, only the origina-l data

need be prepared, all the rest will be quickly completed by the

computer. Thus the design period can be considerably shortened.

This paper is of some value in designing different types of

wing constructions.

1ll



On a Method for the Determination of Plane Stress Fracture

Toughness K of 30 CrMnSiNi2A Steel and Some Related Problems
C

Cui Zhenyuan, Zheng Changqing, Shi Jize and 15 Students

During the past twot decades, there has been significant /63

,progress in the development of fracture mechanics. Especially

in the treatment of problems in linear fracture mechanical

plane, very mature techniques have been developed. However,

the determination of plane stress fracture toughness K (whichc
is of particular concern in aerospace technology) has not

been properly resolved over a long period of time. Inter-

nationally, it was not until 1976 that the American Society for

Testing and Materials (ASTM) officially issued a recommended

trial experimental procedure [1]. Compared with the existing

experimental method for the determination of plane strain

fracture toughness Kic , it is not mature enough. Nevertheless,

a preliminary method is finally available. There are many

institutions in our country working on the determination of Kc
Much effort has been devoted to this area; however, more research

is still needed on this topic. We have to invest efforts and

time in order to derive a better experimental method to deter-

mine K c to be used in our country.

We began our work in 1975 due to a request from the user.

Experiments have been carried out to determine Kc for various

materials, and we obtained some data and results. Owing to

the space limitations, this paper presents some experimental

results with 30CrMnSiNi2A steel using reference Ell as a guide

to further analyse the problem. It also includes a discussion

of somc of the key problems in the determination of K c using

CCT samples as the test vehicle.
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I. The Analysis of Results on the Determination of K for
30CrMnSiNi2A Steel

The theory, procedures and symbols commonly used in the
determination of K are described in detail in existing litera-

tures [1] [3]. The original data and records related to the

determination..of K for 30CrMnSiNi2A steel need not be describedc

in detail here. Based on need as the discussion progresses,

some of the major results are presented in corresponding sec-

tiont of this paper.

The sample used was a Center-Cracked Tension (CCT) specimen

made of 30CrMnSiNi2A steel (see Figure 1), with width W = 100mm,

total length 1 = 324 mm, in the L-T direction. The two ends

of the specimen were drilled with five holes each (in two rows)

to be fastened onto clamps. The nominal yield point

o,= 124 kg/mm2, , strength point ab= 169 kg/mm' , true

fracture strain o,=249kg/mm', and elastic modulus

E=20700kg/mm:. . The thickness was chosen based on the require-

ment of a user unit at 3, 5, 8, and 10 mm. COD method was used

to determine the effective crack length at any instance corres-

ponding to a load. Based on the COD-P* original recorded curve,

R curve (i.e. the resistance of the material against the propaga-

tion of cracks), when the crack propagates slowly in a steady-

state then its value is equal to the crack propagating force G,

and the K r curve (which is another expression for resistance of

materials against crack propagation). During slow steady-state

crack propagation, its value, equal to the s-tress intensity

factor K in the region near the tip of the crack, can be obtained.

COD represents the tension at the installation point of the dis-
placement meter along sides of the crack. The installation point
is located at the longitudinal symmetry line, and it is also
symmetrical with respect to the crack.
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Figure 2(d)
Key: (1) 5-5 experiment often resulted in the production of
"popping" sound, POD curve showed a "plateau". The first plat-
eau has a corresponding KR value equal to 334 kg/mm3 /2 which

is equivalent to the KIC value of the material.
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Figure 3(e) Figure 3( ) Curve

The R (or KR) curve totally demonstrated the development of

resistance of materials against crack propagation (or toughness)

under continuously increasing crack propagation force G 1 or

stress intensity factor K) for cracked specimens. The inter-

section of the critical crack propagation force curve and the R

curve is the unsteady propagating point of the crack. The KR
value corresponding to that point is the plane stress fracture

toughness K c . Point C in Figures 2 and 3 is the crack unsteady
propagation point (for clarity, the G curve is only shown in

Fiugre 2 (b). In other figures, the end of the R curve is the

point C. This corresponds to the point C1 on the curve P-COD

(see Figure 4) at which the curve becomes horizontal). The

values of Kc are listed in Table 1. It must be pointed out that

the crack length used to obtain K was the effective crackc
length (i.e., initial crack length 2a + actual crack propagation

2a + effective propagation in plastic region 2r ). AY
correction was also made between the crack length obtained using

the initial slope of the P-COD curve and the initial crack

length of the sample El].
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Figure 4

How can one Judge the validity of the Kc value obtained?

There are many explanations. We believe that the key is that

the stress on the net cross-section (after subtracting the size

of effective cracks) is 01<02o . Based on this assumption,

it is possible to draw an equi-stress line Gw~ay in

Figure 2. The ON=0I curves are shown in Figures 2(a) -

(e). In order to concentrate all the results, we indicated all

the K values on the plane formed by the two coordinates c

(gross stress) and 2ac (see Figure 5). The two straight lines

in Figure 5 represent the net cross-section lines ON= 0

and =. : respectively. From Figures 2 and 5, the -data

on K for the 3 and 5 mm samples are invalid, because their

corresponding aN exceeded as. The 3 mm specimens all have a&

greater than ab" For the 8 mm thick samples, two are valid,

while the other 3 are invalid. It appears that the width of

the plane is not sufficient. As for the 10mm thick samples

they all are supposed to agree with the ON<Oa condition.

Therefore, all ten of them should be valid. However, two of

them were found to be invalid due to os>OsI . Why? Taking

samples 10-1, 10-2, 10-3, and 10-4 and measuring the hardness,

the HRC values are 45, 48, 48.5 and 48.5 with corresponding ab
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TA BLE

Sample TB

Number Bmm WmM 2#,/W 2ae/W akcg/mmt Kkr/mmsY

3-1 2.5 99.7 0.291 0.494 91.8 961

3-2 3.16 99.7 0.292 _0.671 9O.7 1085

3-- 2.96 99.T 0.300 0.541 90.2 1025--

_- _--__-- 3.01 99.T 0.302 0 .49 .5 928
-6 f 3.00 } 99. 0.248 0.513 101.6 1098

- 8 - 3---_.14 99.7 0.24, 0.645 97.0 108
I _ _ _ _

5-1 5.0 9.5 0.205 0.500 $0.8 855
-_-_____." 99".4 0.295 0.513 84.9 9W

..-3 - 5.06 90.6 0.293 0.583 83.8 853

5-4 4.85 99.5 0.21 0.504 3.4

5-5 i 5.0 9.6 0.244 0.405 81.8 718

5- - 56 .O 99.6 .249 0.428 89.3 823

5"-2 5.07 99.6 0.246 0.415 91.8 825

5"-8 5.07 -9. 0.374 0.591 73.5 908

5"-4 5.07 99.6 0.400 0.507 70.1 T49

5-5 4.90 99.4 0.543 0.676 50.6 T21

51- 4.84 99.5 0.631 0.742 42.8 676

.-1 8.14 99.4 0.299 0.455 72.9 721

8-2 8.15 99.3 0.305 0.424 55.5 698

8-3 8.15 99.3 0.298 043 6.4 1

8-4 8.12 99.4 0.252 0.432 80.4 758
8-5 8.18 99.3 0.249 0.429 78.4 T32

10-1 9 9.95 100. 0.303 0.523 6T.8 T1

10-2 10.10 99.2 0.306 0.480 58.5 568

10-3 10.15 99.6 0.305 0.508 57.6_ 611

10-4 10.13 99.5 0.298 0.446 57.0 546

10-5 10.09 0.8 0.352 0.492 53.6 _ 55

10-6" 10.10 99.7 0.355 0.550 53.2 612

10/-1 . 99.6 0.146 0.234 84 525

10-2 10.09 99.5 0.245 0.390 72.2 522

10-3 . 10.02 99.T 0.346 0.4T4 . . 527

10'-4 10.19 99.6 0.431 0.816 47.5 61

...-5 9.95 100. 0.554 0.703 42.6 656

18'-6 10.12 99.5 0.638 0.722" 31.0 502
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as 148, 163.5, 166 and 166 kg/mm 2 , respectively. The heat treat-

ment for individual specimen was not controlled rigorously which

led to a low ab for specimen 10-1. It did not reach the required

value, and therefore produced high K values which should be

deleted.

From ten 10mm thick samples with a<a , the average
3/2value of K is 568 kg/mm0

kg/mn2
20 C B =-

169 5.
34

124

10 0

50,

0 20 V0 W0 010

Figure 5

II. Concerning the Calibration Curve

In the determination of K c using the COD method, the first

key problem encountered is the precise measurement of the calibra-
tion curve which is the ECCOD) 2a

W curve (a is the gross

stress). It is related to the ratio of the dimensions of the

plane L/W and the ratio of the distance between the two installa-
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tion points of the displacement meter (2Y) and with Y/W. The

curve shown in Figure 6 was obtained using 5 and 10 mm samples

with 2Y = 3 mm.

The determination of this curve requires much time and

effort. First a series of samples with various a will have to

be prepared which adds significantly to the work load. During

the past years, researchers have been seeking an analytical

expression applicable to the situation. It appears that the

following equation derived by H. Liebowitz and recommended by

ASTM committee E24 is most accurate:

E[CODj1&fj 1 aW I/2f 2W

si= L] [r (-Y/W)j

I s(XG/W) \ZjIpl+ # -

(1)

O 2a ^_ Y
(validity range 0

Footnotes for Equations.
[L][coD] is a commonly used symbol. It no longer represents the

displacement at the tip of the crack. Instead, it is the dis-
placement between the two displacement moni:ors. It actually
should be expressed as [2v] to make it more accurate.
[2]The original paper mistook 11, as the exponent. For the

sin L (TW) 1 term, it does. not affect the outcome whether "2"

or "I" is chosen.
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where j is the Poisson ratio.

ATCOD_ - w I

I

2.4 I

/
0.2

0.,
O.I /

Of 9: 0:6 U.6 09 2d

Figure 6

The results obtained using equation (1) are shown in Figure

6 as the dotted line. It is very close to the experimental

results (shown as the solid curve). Therefore, this equation

is reliable to a certain degree. Until more advanced treat-

ment is attained, this equation can be used to express the

calibration curve. It is worthwhile noticing that the theore-

tical curve lies to the right of the actual measured curve.

It tends to overestimate the dimensions of the crack, and makes

the experimental results less safe. For improved precision,

convenience. and safety, it is possible to precisely determine

the calibration curve experimentally using a_ number of standard

samples or it is also possible to improve the theoretical

analysis of the E[COD] equation. /70
OW

III. The Selection of Geometrical Correction Factor F and

Sample Length to Width Ratio. L/W
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1. Infinite Long Plane:

The stress intensity factor K can be expressed in

general as:

= \W w. • (2)

For center-cracked tension specimens.- when the place becomes

infinite, the geometric correction '-actor F(, L) is simpli-

fled.to F. Under this condition, there are still many

expressions for F. The relatively early solution by Irwin -

Westergaard is:

= tEa , (3)

It is still being used at this moment. It is not very

accurate; even when --- 05 , the error reaches 5%.

It is commonly recognized that the most accurate value for

F(-)- is the Isida solution obtained numerically using 36

terms in the series expansion of [ 4, 5, 6]. The

values are listed in Table 2. The approximate expression for

these values if [15, 16):

( q . 2a 2a 14

This equation is different from the Isida results by only 0.1%

when 244-o.9
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/71
Tab le 2

2d F(2alW)
w I ida (3) (4) (5)

0.0 1.0000 1.000 1.0000 1.00

0.1 1.000 1.001 1.0062 1.00
0.2 1.0246 1.01T 1.0254 1.02

0.3 1.05TT 1.040 1.0694 1.08

0.4 1.1094 1.076 1.1118 1.12

0.5 1. 18T 1.130 1.1892 1.20

* O. - 1.3033 1.208 1.3043 1.30

0.T 1.4982 1.335 1.4841 1.42

0.6 I 1.8160 1.668 1.7989 1.56
0.9 2.5T78 2.115 2.5283 1.T2

Two more simple and accurate expressions are [7]:

F( __ )"+ /-" a (5)

The corresponding values are also listed in Table 2. The

error of equation (4) is less than 1% when 2a/W<0.8 (only

0.3% when 2a/W<O. ). Equation (5) has a maximum error of 1%

at 2/W<0.6

2. The Selection of Sample Length to Width Ratio L/W.

In relation an "infinitely long" specimen does not

exist. However, when the length to width ratio L/W exceeds a

certain number, the sample can be treated as an "infinitely long"

specimen without losing the accuracy required. Infinitely long

speciments not only can use the simple correction factor
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F(-2a-)~iv inta f, 1 but also have more relaxed

boundary conditions (uniform stress and uniform strain). The'

commonly used samples in the determination of Kc are very wide.

Due to the limitations_ of space in experimental apparatus, it

is more desirable to have a smaller L/W ratio. Therefore, more

strict clamping conditions (for even stress on both ends) are

required.

From the available literatures [5], [6], [8], [9] (using

Isida's results), if the uniform stress boundary condition is

assured, then the F value when L/W = 1.5 is considered to be

the same as that at L!W= c (The difference is less than 2%

when -aO.6 ). Therefore, L/W = 1.5 can be considered as

infinite.

It is pointed out in reference [1] that, when the width W

is less than 300 mm using a single clamp, the sample length L

should at I7east be 2W. For W;300 mm samples, using multiple

clamps, L can be decreased to not less than 1.5 W. These

requirements seem to be marginal. If conditions allow, multiple

clamps should be used for samples with W,4 300 mm. All our

specimens came multiple clamped with L/W > 2 which already /72

exceeded the above requirement.

The existing practical problem is that due to the limited

space inside the testing apparatus, in some cases with wider

samples L[W>T.5 cannot be met. Can samples with L/W<1.5

be used? What are the effects on the determination of the R

curve and K ? How much is the error? These are yet to be stud-

ied further.

IV. The Determination of Specimen Width W
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1. Minimum Specimen Width and Suggested Specimen Width

Until this moment, throughout the world researchers

have adopted the semi-empirical result obtained by Fedderson

[10] which is that the minimum width of the specimen should be

W =m = 27r,.-4.29(-) (6)

crack dimension: 2a= w-i1.43 K (7)

The required corresponding critical stress (gross stress)

306 (8)

In reality it requires that the stress on the net cross-

section ara, . Equation (6) is very simple and accurate.

However, the original meaning [10] of "minimum" did not actually

suggest that 27 r y is the real "minimum width." The above

equation was obtained using the infinitely large plane expression:

* K =aVxa

which means F(+)=1

The above discussed "minimum plate width" problem can be

solved as follows:

For a finite width (assuming the specimen is long enough

to be considered as infinitely long) there exist:

-- 2a

K = oV (- F (9)
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The gross stress a in the above equation can be replaced

by the net cross-section stress aN by the relation:

Substituting (10) into (9), we get

K 2 1- 2F ( 2

Since it is required that O.V , , therefore

W>nK2la2.t" (12)

The minimum width is Wale (13)

2aGraphically solving fmax with -W-fO.44 , we get fmax /73

0.53. Substituting it into (13), we get

W,,, =3.56( 0__ ) , 14

Comparing to Feddersen's result [10], it is 17% lower.

Table 3 lists several values of I-- m--F -W-I

for reference and calibration. The correction factor F( a_

was taken from Isida's results (Table 2). The individual data

was calculated using a slide rule by the authors. They have

sufficient accuracy with respect to the problems under discussion.

Table 3

2a1W 1 0.1 0.2 j 0 3 0.4 0.4 0.5 0.6 0O. 0,.

1(- ) 0.358 10.459 0.50? 0.52T 0.0 .62 0.626 0.606 0.468 0.4 I1 0.30
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From Table 3 and relevant figures (not shown in this paper),

the value f is relatively "flat" near its maximum. In the

region 2 0.38-0.5 , the change f is approximately 1%.

This is very advantageous for the determination of K c From

equation (12), as long as the width of the plate is 2% larger

than Wmin (because WaPi/ ), it is possible to determine the2a. i
value of Kc in the region where -- 0.38-0.5i

is acceptable, when the required aN is lower, a similar argu-

ment can be derived).

If the as and W of the tested material are known, the maxi-

mum value of Kc can be determined using equation (14). For

30CrMnSiNi2A steel samples, it is known that 0a=124kg/mm 2

and W = 100 mm. It can be achieved that Kmax = 656 kg/mm
3/2 "

Any higher values become invalid.

The minimum width defined by equation (14) corresponds to
2a,
F- w .44 .In practice it is not possible to control it that

precisely. There is a tolerable range. The net cross-section

stress a N is also too high if it reaches a s . Therefore, the

practical plate width must be several times larger than Wmm
Considering all the factors and assuming a,<O.8ay , then we

get

W = 1.56 W . =.......5, (15)

In the design of the specimen, if the K,/o. value is

estimated, then the sample width can be calculated using equa-

tion (15). Table 4 lists several examples with our suggested

values using the data available in reference [il.
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Kefam I 2.6 5.0 7.5 1 10 15

I '(005 ] w in 34.8 139 312 I 55 1260

1, WIJLft ] MM 75 160 300 I 800 1300

wil l* mm 76 162 305 508 1219

Key: (1) W [Equation (15)] mm.
(2) W [suggested value] mm.

* Original paper in imperial units. Now they are
converted to decimal units.

The recommended plate width is Reference [l was derived

using the thoughs presented in paper El03. Basically it used /74

W n a 27ry, and then multiplied the result by a factor (e.g.

1.5) and further rounded off the result in inches (towards

smaller values). The listed values were 1.2 - 1.3 times of

those obtained by calculating 27ry 1.2-1.3 (K/a,=2.5mm/S

is the only exception). From Table 4, the recommended plate

width in reference [1 is very consistent with that derived from

equation (15). Reference [1] only provided a vague requirement

that am< ax , and it failed to recommend an equation to be

used to calculate the plate width. As for K,/o.=1O and 15

mm /2 we suggest that the plate width be a little larger.

It not only takes into account the rounding off of the calcula-

tion using (15), but also shows that the fabrication and testing

of large size samples are not easy in order to further enhance

the validity of the experiment.

2. The Selection of Relative Length of Incipient Crack 2a
w

The effect of the relative length of an incipient
2a,

crack :--o on the determination of Kc is not well defined.

It appears that it is related to the properties of the material

tested. Now let us show the experimental results of a lQ mm

thick 30CrMnSiNi2A steel in Figure 7 with coordinates Kc and
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K c 2ae From Figure 7, if the scattered region of K is Kc +

10% then only nine data points are within the limits. The

value of K is 576+!kg/mmJI . When "To is in the region

of 0.15-0.43 , it did not affect the determination of K at all.
2a, C

It is proper to confine i- in the 0.15-0.43 range? As a

rule of thumb, the following factors are still to be considered:

For optional use of the plate width, when the width is constant,

then V-2a and 2a should be made as large as possible (rela-
2

tive to the radius of the plastic region r ) to obtain valid
y

results in the determination of K . It is also more desirable
to make the net cross-section stress aN upon fracturing to be

smaller than as (correspondingly to make -P-1 approach 0.44).

Considering crack propagation along the boundary, it commonly
adopts 2a-L . In this paper 2a0.3 Reference [1]

IV 31r
requires -- =0.3_0.35 ; it appears to be feasible at the

present time. But rigorously speaking, this requirement still

needs to be investigated further. Based on the favorable

region of -ga- discussed above, it should be attempted to

maintain the value of in the range 0.38 -0.50. For
morenfaile vateal* of|2a
more fragile materials, W may be selected to be larger (e.g.

0.33 - 0.40). For more tough materials, ;V should be small

such as 0.25 - 0.30. From the data on 10 mm samples in Table

1, when 2a,-= 0.25-0.55 the corresponding boundary expansion

-- 2_ i0. fZ-_22 (average 0.16). Therefore the most favorable

is !SL20. 25-0.30 (or 0.22 - 0.34 if the average value is

used).
KC kg/ume/ B= inlmm

80O,

600 - -.--

400

200
02 0.4 0.6 6

Figure 7
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V. The Validity of the Analysis of K /75

It is widely known that in the study of plane stress frac-

ture toughness K ic [2] it is often emphasized that the sample

crack length a, toughness band (w-a) and thickness B must exceed

Actually this requirement makes sure that the

radius of the plastic region r is far less than crack length
y

a, (W-a) ,etc. Approximately r,/a<1/15xft1/50, should

ensure the validity of the elastic stress field around the

crack determined by using K1 . Therefore, K1 can be the sole

parameter to express the fracture process. How do we consider

the above problem in the determination of Kc with plane stress?

What should the dimensions of the specimen be to reflect this

consideration? These are questions being avoided in the litera-

ture both domestically and abroad. Although we know this is a

tough problem, yet we still bring it up for further discussion.

In t'he determination of Kc, except the fact that thickness

B is not limited, other parameters need further consideration.

If the requirement r,/a<1/15W, still applies, under the thin

plate condition ry must be increased to 3 times that under the

plane stress situation which means a>7.5(K,/a,)1 . For center-

cracked tension specimens, the requirement becomes 2a15C(K,/a.)'

If the same requirement is imposed on the toughness band, then

Wf3045(Koma)a . Such dimensions are too large to be

realized for most materials.

Now let us briefly review section IV or reference Ell

and discuss the probable problems caused by W,35r, and

r, /a@6 . Using Figures 51 and 52 in reference Ell and

taking the plane e = 0 of the crack, we notice that the per-
pendicular direction crack stress arx as determined by K1
is more than 10% off from the actual elastic stress ay. For

a single-edge cracked tension specimen and excess loading
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cracked specimen (when the plate width is the same as the

center-cracked tension specimen, r,/a9I/12 ) , the errors

are 10% and 30%, respectively. Based on the above, the latter

is inferior. These variations will affect the final determina-

tion of Kc and the effect will still have to be studied further.

The K values obtained to date still fluctuate signifi-

cantly. Moreover, it usually increases with wider samples Ell,

12]. Whether it is due to the fact that the plate width is

not adequate is still to be determined.

VI. Conclusions

(1) This paper includes R curves obtained using 3, 5, 8

and 10-mm 30 CrMnSiNi2A steel samples under a variety 
of 2s

conditions. They are of significant importance to the appli-

cation of this material as well as to further research on

techniques in the determination of R curves.

It is worthwhile pointing out from Figure 2 that the R

curve for 30CrMnSiNi2A steel in all four thicknesses is composed

of two sections apart from the initial vertical section, i.e,

a transition curve section and a slanted straight line. Only

the 5 mm thick sample behaved differently. When varied

from o.146 to 0.638, the general shape of the R curve remained

the same and did not change greatly as compared to the varia-

tion among all samples of the same thickness at 2*ifO.3
FV_

Figure 3 showed that the Kr values corresponding to the

"incipient cracking" points are concentrated near 300 kg/mm3 / 2

For Sample 5-5# Kn=334kg/mm 1  , a "popping" sound was heard.

This corresponds to the Kic value.
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When plate thickness is 10 mm, the effective K. value is

5761kg/mm" if

(2) The H. Liebowitz equation for the calibration curve as

described in reference [l] is reascnably close to our experi-

mental results. If an actual measured curve is not available,

equation (1) can be used; however, it is on the unsafe side.

(3) When multiple loading clamp specimens are used, L/W

can be reduced to 1.5. The geometrical correction factor F

should follow equation (4) which is simple and accurate. When

L/W<I.5 , F must be re-selected. The effect on the R curve

and the determination of K is yet to be determined.
C

-(4) The minimum specimen width as derived in this paper /76

is W.,-:356(-) which is 17% less than Fedderson's pre-

vious result [10]. Based on this equation and under the con-

ditions that the net cross-section stress i1m<0.8a ,- we are

able to write the equation WK 35r,=5 5 The calcula-

ted recommended values are listed in Table 4. The critical

crack length should be controlled in the 0.38 - 0.50 range.
2a,

The selected initial crack length .-r depends on the material.

Until sufficient information is gathered, it is usually chosen

to be 1/3.

(5) The fluctuation of the data on K is greater than thatc
of Kic and usually increases with width. This problZm is worth

further investigation.
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Summary

On The Method for The Determination of

Plane-Stress Fracture-Toughness K c of

30CrMnSiNi 2A Steel and some Related Problems

Cui Zhenytan. Zheng Changqing, $hi lize and 15 students

In this report, some experimental results on the R.curves of CCT sheet

specimens made of 30 Cr Mn Si Ni 2A alloy steel are presented. and various

aspects of the method for the determination of R.curves (including plane-

stress fracture toughness K) are discussed in some detail.

(1) In compliance with the stipulations of the user of the material, for

the specimens with four different thicknesses of 3, 5, 8, and 10 mm., the values

of 2a,/W" used are as follows: 2a,]W 0.15--0.64 for thicknesses 5 and 10 mm,
but 2a,/W is only 0.25 or 0.30 for the other thicknesses. These results on

R-curves are deemed to be of some refei-ence value to users of the material

and to further investigations in the method for the determination of R-curves.
Referring to figure 2. the authors believe it to be worth 'noticing that:

a) the R-curves of the'30CrMnSiNi2A sheet specimens for all the thick.

n.ssts i-vzstigated generally consist of three different parts. namely, the

initial vertial lines, the transition curves, and the final slanted straight

lines, with only a few exceptions for the specimens of 5 mm. thickness.

b) When 2a,/14' (the ratio of initial crack length to width) varies fron 0.15

to 0.64, all the R-curves are similar in shape, the differences hetwecn them

heing *not greater than between those for specimens of the same thickress

and of the same ratio 2ao/If-.3.

It can be seen from figure 3 that most of the K& values corresponding

to the points of '"incipient crack" (i.e., the points 'at which deviation from

41a =0 begins) fall within 300-350 kg/mm s/ s . Among them specimen 5-5 "pops

in" at Kn-334 kg/mtn ' (the sound being audible), which corresponds to the

K, value of the material.

Although many of the Ke values obtained from this investigation are far

from being valid (because the stress on the net section o. exceeds the yield po-

int O), these data are still of reference value to designers, because the dimen-
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sions of the specimens are much the same as the dimensions of structural
members actually used.

(2) A formula for minimum CCT specimen %width is deduccd for the deter.
mination of Kv, i. e. W,m9,3.56VKc/a)0, which is about 17% less than that
given by Feddersen"' 2 . By requiring O.0.80o, then 'the formula for CCT
specimen width should be WP35r,=5.55(Kr/oR)'. It 'is advisable to control
2ac/W ( ratio of critical crack length to width ) of specimens at about its
optimum value 0.44 (not 1/3 as given by reference [103), and a value wthin
0.38-0.50 can usually be employed. Thus, strictly speaking, different values
of 2a,/W (ratio of initial crack length to width) should be used for differnt
specimen materials, as they have different toughness properties, and hence
different amounts of subcritical crack growth. This question is only touched
upon in this report, However, at the present stage of knowledge, the same
value of 2a,/W1I/3 may be temporarily used for all specimen materials for
the sake of simplicity.

(3) The formula (1) proposed by H. Liebowitz et al. in reference Ml) for
COD calibration has been found to be in fair agreement with the experimental
results presented in this report, When no experimental data is available,
this formula can be used as a fairly satisfactory alternative, although a
little on the unsafe side.

(4) After some analysis and comparison, the authors agree with reference
[1] in regard to the following proposition: When the specimen is loaded
with multiple pins, LIW down to 1.5 can be used and formula (4). which was
first proposed by Fedderson" ' . is convenient and sufficiently accurate for
the calculation of the geometrical modification factor F. But when specimens
of LIV<1.5 have to be used on account of some practical limitations, then
other formulas must be sought for to replace formula (4). The effect of the
decrease of specimen length to L/W<1.5 on the determination of R curves
and Ke values remains to be studied.

Some references such as £12) £13) have shown that the scatter of the
experimental values of K0 is usually larger than that of Kic , and that the
value of Kc often increases with the increase of specimen width. The authors
infer that this is possibly connected with the insufficient width of the spec.
imens (on the basis of LEFMi and is probably worthy of further investigation.
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The Island Structure of (M-A) in Hardened Low-Alloy

High-Strength Steels

Kang Mokuang, Guan Dunhui, Guo Chengdao and Zhu Jinrong

1. Introduction

The quenching of low alloy high strength steel usually

involved two methods: one is the isothermal quenching and

the other is direct quenching (which is continuous cooling in

a medium such as water, oil or air. Production results showed

that neither quenching method can produce a uniform single

structure. Island-formed structure constituents exist in

various quenched steels.

Our experimental results demonstrated that these island-

formed (or M-A) structures could signficiantly influence cer-

tain characteristics of the steel. For example, l8Mn2CrMoBA

steel, under continuous slow cooling conditions the island

structure volume increases and the dimensions grow signifi-

cantly lI J . In the meantime, although the tensile strength and

yield strength of the steel decrease, the fatigue failure time

is significantly improved.

[2]
Habraken et al reported the presence of granular bain-

ite in studying the structure of low-carbon low-alloy steel

and believed that this granular bainite was formed by island

structures distributed in ferrite.

In summary, based on the combination of our experimental

work and information in the literature, it is certain that

island structures exist in low alloy high strength steels of

various quenched structures regardless of whether they are

martensite, bainite, granular bainite or a mixture of them.
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However, even up to date, different opinions still exist

regarding the formation of granular bainite island structures.

In some papers, it is believed that island structure is the

residual austenite in the transformation of bainite. In the

subsequent cooling steps, the austenite may change into bain-

ite, pearlite, or martensite 2 '3J. Other papers claimed that

the island structure is a single phase austenite or a mixture

of austenite and martensite; also known as (M-A)[2 "4 6 ]. In

short, in various quenched structures, the characteristics of

the island structures are still to be further studied. The

prupose of this work was to investigate the characteristics,

morphology, distribution, transformation process, and the

effect of annealing for low-alloy high strength steels. The

effect of island structure on the mechanical properties of

steel and factors influencing the island structure are dis-

cussed in a separate paper.

II. Analysis of the Characteristics of

the Island Structure

We have carried out an investigation on the quenched

structures of alloys l8Mn2CrMoBA, 18Cr2Ni4WA, 20CrNi3A,

30CrMnSiA, 30CrMnSiNi2A, 40CrA, 40CrNiMoA and 40CrMnSiMoVA.

Photographs 1-6 are some of the quenched structures of the

steels mentioned above. From these photographs, it can be

clearly seen that in various different base structures there

exist island structures which look very much alike.

In order to clarify the nature of the island structure,

we concentrated our effort on l8Mn2CrMoBA and 30CrMnSiA

steels and performed metallographic as well as electron micro-

probe analysis, quantitative metallography, residual austenite

determination, metal thin film electrons transmission observa-

tion and electron diffraction.
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Photograph 1. Air-cooled Photograph 2. Air-cooled
structure of l8Mn2CrMoBA structure of 18Cr'2Ni14WA steel
steel (050mm) from 9200C. from 950'C.

Photograph 3. Oil-cooled Photograph 14. Structure of
structure of 30CrMnSiA 30CrMnSiA steel after 3600 sec.
steel from 9000C. at 390'C from 900 0C.

Photograph 5. Structure of Photograph 6. Oil cooled struc-
3OCrMniSiNi2A steel 3600 sec- ture of 40CrNiMoA steel from
onds at 2601C from 9000C. 8500C.
80 OX 80 OX
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1. The Electron Metallography of the Tempered Structures:

The second order complex electron metallographs of 30Cr-

MnSiA steel quenched isothermally at 3900 C from 9000 C and then

tempered at various temperatures are shown in photographs 7-9.

From comparison of structures before and after tempering, it

can be concluded that the island structure is basically uniform

(see photograph 7); after tempering at 450-5000 C, significant

decomposition of the island structure occurs (see Photograph

8); tempering at 650-7000C, the decomposition of basic struc-

ture is complete and localized carbide formation is observed

(see Photograph 9). For l8Mn2CrMoBA steel, the island struc-

ture in the quenched bainite or martensite matrix structure and

its changes after tempering are basically the same as the

experimental results discussed above.

Many electron micrographs showed that although the island

structures of all types of quenched structure of low-alloy

steels decompose during tempering, yet the decomposition situa-

tion is not the same for each island in the-same sample. The

corresponding temperature at which significant decomposition

occurs is far higher than that of the matrix structure. This

indicates that the island structure has a high resistance to

tempering. Based on the decomposition of island structures

during tempering, it is reasonable to believe that they should

be over-saturated solid solutions. The only over-saturated

solid solutions existing in quenched structures of steel are

martensite, austenite, and over-saturated ferrite. Island

structures must also belong to one of these structures.

2. Electron Probe Microanalysis

When heated to 9200 C and slowly air cooled, the micro-

structure 18Mn2CrMoBA steel is a bainite matrix with a distri-
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Photograph 7. Structure of 30CrMnSiA steel 3600 seconds
tempering isothermally at 390'C from 900'C. Second order
complex electron metallograph. 1000OX

FA -

.. 4 42

!

Photograph 8. Same as Photo- Photograph 9. Same as photo-
graph 7 and tempered at 5000C. graph 7 and tempered at 650C.
Second order complex electron Second order complex electron
metallograph. 10000X metallograph. 1000OX.
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bution of island structures. Model M.S.46 electron probe was

used to determine the alloy composition in various regions of-

the bainite structures and island structures of the above

sample and the results are shown in Table 1.

Table 1. Elemental Intensities (number of times/lO sec)
in various regions of a l8Mn2CrMoBA steel sample gradually
air-cooled from 920 0 C.

Intensity of Bainite Intehsity of Island
Alloy Matrix Structure

C 30, It. 12. 4. 22. 15, 13. 35. 35, 7T. 75, 125. S, 9,. 65 85. 73,.18. 21. 23((.Average -87) 215.(Average _7.6)

Ma 9T. 90, 101, 84, 86, (Average is. i5 i0 go, 1o. 10T, 98 (Average
91.6) 96.6)

Cr 163. 154. 156. 152. 15 .1(Ave'rage.T$gl138'144'132.lTl.(Average5f 4.•)158.3)
(Average 1.8,1..1.7, (Average

Mo 12. 16. 13. 15,. 21j. 15. 14. 18. 12. T. 15. T.1. 1Ava9)

From the table above, it is clearly shown that the average

carbon content in the island structure is about 5 times the

amount in the bainite matrix. For the island structures

measured, their carbon contents are 3.5 - 12 times of that of

the matrix. Therefore, all the island structures are rich in

carbon., In addition, the carbon content in each island struc-

ture differs significantly. Based on these findings, it can

be concluded that island structures are over-saturated solid

alloy solutions with different carbon contents. For low-

alloy steels, these solid solutions can only be marten!ite or

austenite.

3. Quantitative Metallography and Determination of

Residual Austenite

30CrMnSiA steel was heated to 900 0 C and then quenched
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isothermally at 390 0C for 15 minutes. Quantitative metallo-

graphic analysis was carried out using a Model 720-30 Metallo-

graphic Analyser. It was determined that the island structure

in a sample is 30% by volume. For the same sample, using a

3000 oersted magnet, the residual austenite was measured to be

24%. Compare the above two percentages, though such a compari-

son is very rough , it can be seen that the island structure is

not totally austenite. Similarly, the same measurements were

made with l8Mn2CrMoBA steel and very similar results were

obtained.

4. Electron Transmission Observation of Metal Thin

Film and Electron Diffraction-

18Mn2CrMoBA steel was heated to 920 0 C and then underwent

air-cooling and gradual air-cooling processes separatelyl]

The-light metallographs, second order complex electron metallo-

graphs and thin film transmission structures are shown in

Photographs 10-16. It was shown that the structures obtained

under these two cooling speeds were bainite and martensite and

island structure and bainite and island structure, respectively.

The island structures shown in Photographs 12, 13 and 15 were

found to be long strips and polygons. Electron diffraction

was performed on these island structures and some of the

diffraction patterns are shown in Photographs 17 and 18. Figures

1 and 2 are the schematics of matrix structure corresponding to

Photographs 17 and 18, respectively.
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Photograph 10. Air-cooled Photograph 11. Same as Photo-

structure of 18Mn2CrMoBA graph 10. Second Order Complex

steel from 920 0 C. 100OX electron Metallograph. 20000X

~L

Photograph 12. Same as Photograph 13. Same as

Photograph 10. Thin Film Photograph 12. 20000X.

Electron Transmission
Structure. 16000X

rY

Photograph 14. Gradually Photograph 15. Same as Photo-

Air-Cooled Structure of graph 14. Second Order Complex

l8Mn2CrMoBA steel from 9200C. Electron Metallograph. 5000X.
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orI

Photograph 16. Same as Photograph 17. Electron Diffrac-
Photograph )4. Thin Film tion Pattern of Island Structure
Transmission Electron in Air-Cooled lSMn2CrMoBA Steel
Structure. 20000X quenched from 9200C.

Photograph 18. Same as Photograph 17.

0 0

00

000 0110- ~
OW ~.200

o1i1 01 11. 11 0 1

Figure 1. Schematic Diagram Figure 2. Schematic Diagram of
of Electron Diffraction Electron Diffraction Pattern
Pattern Shown in Photograph Shown in Photograph 18.
17.



From the above figures, it was found that the island

structure crystal lattice sometimes is a body center cubic

(martensite) matrix and sometimes is a mixture of body center

cubic (martensite) and face center cubic (austenite) matrices.

In addition to the two diffraction patterns described

above, for some island structures their electron diffraction

patterns approximately but not completely form a diffraction

ring (Photograph 19). From calculations performed, it was

found that most of them are mixtures of martensite and austenite.

Therefore, it can be concluded that the island structure in

general is formed by a mixture of martensite and austenite.

Photograph 19. Electron Diffraction Pattern of Island Structure
in Air-Cooled 18Mn2CrMoBA Steel quenched from 920'C.

Summarizing the above analyses of experimental results,

it can be concluded that the island structures of low-alloy

high strength steel are mixtures of carbon-rich austenite and

martensite very different in carbon contents (i.e. M-A struc-

ture). In the (M-A) structure, single phase austenite or

martensite exists in some area. The residual austenite mainly

stayed in the (M-A) structure after quenching. This conclu-

sion can also very indirectly be verified by calculating the

transportation temperature of martensite. Using 18Mn2CrMoBA
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steel as an example, when the alloy composition* is invariant

and only carbon content is varying, a series of martensite

transformation points Ms and Mz corresponding to various car-

bon contents can be obtained with the empirical equations in

references [5,7J. The results are in Table 2.

Table 2. Calculated Values of Temperature of Ms and
Mz of Super-Cooled Austenite with Various Carbon Contents.

Carbon ....

Content % 0.2 0.51 0.6 0.7 0.8 0.9 1.0 1.1 1.2

Ms IC 331 235 1203 171 139 10T 75 30

Mz *C 196 I2! L-26 -731 -121 -18-1-27 -

Although the carbon content of any island structure is

far higher than the average carbon content of the matrix and

it various from island to-island, yet they should all be carbon

rich austenite at temperatures above 330'C. Based on the

calculated values in Table 2, at room temperature the austenite

island with relatively low carbon content should be martensite.

The high carbon content islands should be austenite and the

island structure with carbon content in between the two should

be the simultaneous presence of austenite and martensite. This

agrees with our conclusion based on the analysis of experi-

mental results.

However, in the analysis of the electron diffraction

pattern of 18Mn2CrMoBA steel, we did not find a face center

cubic matrix (austenite). This effect may be caused by many

sources. For example: the composition of material and heat

treat condition, the process to fabricate the thin film and

the localized limitation of electron diffraction can be

influential factors. However, based on the distribution of
*The chemical composition of 18Mn2CrMoBA steel is: C-0.19%,
Mn-1.68%, Cr-l.20%, Mo-0.50%, B-0.O011%, Ms point is 330 0C.
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carbon content in the (M-A) structure as shown in Table 2,

(M-A) islands with extremely high carbon are least probable

to appear in microanalysis. Although the formation of a stable

austenite is not only determined by the carbon ccntent, yet

carbon content is indeed an important factor. Therefore,

though pure austenite probably exists in the (M-A) structure

of low alloy high strength steels, yet its quantity may be very

small.

III. Morphology and Distribution of the (M-S) Structure

Under optical microscopes, it can be observed that there

is a significant boundary between the (M-A) structure and

the matrix. This boundary is irregularly shaped. Therefore,

with respect to the matrix (M-A) structure are called island

structures. However, this does not describe the complete

actual morphology. Under electron microscopes, the shape of

the boundary between the (M-A) structures and the matrix is

still irregular. Some looks as irregular polygons, some looks

like a circle, and some appears to be a long strip. For

simplicity, it is possible to distinguish them into two types -

the granular and the strip.

The distribution of (M-A) structure in the quenched

structure varies with the type of matrix structure. In general,

it can be distributed inside the original austenite and also

at the grain boundary (Photographs 1 and 14). The (M-A)

structures inside bainite, ferrite, lower bainite, mismatched

martensite strips are usually granular as shown in Photo-

graphs 20-23. For some low carbon content structural steel,

the (M-A) structures in the bainite ferrite matrix sometimes

appears in strips. In upper bainite matrix, (M-A) structures

usually appear as granular and strips and are always distri-

buted in between the bainite strips. They usually are dis-
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played in the same direction as the carbides in the upper

bainite (see Photographs 24 and 25). Strip (slice) shaped

morphology is usually also distributed in between stripes of

martensite (Photograph 26). Using the thin film transmission

technique, the morphology of the (M-A) structure can be more

clearly and truly described (see Photographs 12, 13 and 16).

Experimental results indicate that factors such as the

chemical composition of the steel and the heat treatment pro-

cess used are directly affecting the (M-A) structure. Even

for the same steel composition and under the same austenite

temperature and soaking period, the value of the isothermal

quenching temperature, the quenching time, and the speed of

continuous cooling are seriously affecting the morphology,

distribution, dim. sions, and the volumic fraction with respect

to the matrix of t',e (M-A) structure. Increase the iso-

thermal .emperature in the transformation zone of the bainite

or decrease the cooling speed in direct quenching will signi-

ficantly increase the dimensions of the (M-A) structures.

Its volumic fraction in the quenched structure is also signi-

ficantly increased. With increasing isothermal temperature

and decreasing upper and lower bainite contents, most of the

(M-A) structures are distributed in the bainitic ferrite

matrix. As described before, this (M-A) structure distributed

in the bainitic ferrite is generally called the granular

bainite.

Experimental results also showed that the granular bain-

ite structure can be obtained not only limited to the iso-

thermal quenching in the bainite transformation zone. In the

upper bainite transformation zone, isothermal quenching not

only yields some upper..bainite but also produces some austenite

which later transforms into granular bainite. Photograph 27
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Photograph 20. Granular Photograph 21. Second Order Com-
and strip shaped (M-A) plex Electron Metallograph of
structure in between car- (M-A) structure in lower bainite
bonless bainite matrix of stripes. 18Mn2CrMoBA steel heat
18Mn2CrMoBA steel heated to 920 0 C and furnace cooled.
to 920 0 C and quenched 5000X.
isothermally at 500 0C
for 400 sec. 1000X.

Photograph 22. Second Photograph 23. -Granular (M-A)
Complex Electron structure distributed in martensite
Metallograph of (M-A) strips. Second Order Complex
structure distributed Electron Metallograph of 18Mn2Cr-
between lower bainite MoBA steel heated to 920 0 C and
strips. 18Cr2Ni4WA quenched isothermally at 250 0C for
steel heated to 850oC and 30 minutes. 10000X.
then isothermally quenched
at 640 0 C for 1.44xi0 sec
and then air cooled.
1O0O0X.
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Photograph 24. Second Order Photograph 25. Second Order
Complex Electron Metallo- Complex Electron Metallograph
graph of 18Mn2CrMoBA steel of 30CrMnSiA steel heated to
heated to 9200C and air- 9000C and quenched first at
cooled. 5000X. 3600C isothermally for 900 sec

and then air-cooled. 1000oX

Photograph 26. Second Order Complex Electron Metallograph
of strip-shaped (M-A) structure distributed bttween martensite
strips of 30CrMnSiNi2A steel heated to 9001C quenched iso-
thermally at 260 0 C for 3600 seconds. 8oox

shows the isothermally transformed structure of 18Mn2CrMoBA

steel in the upper bainite zone. From the photograph, there

is granular bainite structure besides upper bainite structure.

isothermal quenching in the lower bainite zone still produced
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some amount of granular bainite similar to the upper bainite

case as shown in Figure 28.

It should be pointed out that not all the (M-A) island

structures are called granular bainite structures, only those

distributed in the bainitec ferrite matrix should be called

granular bainite. As for the (M-A) structures distributed in

upper and lower bainite matrices, they should not be called

granular bainite either.

Photograph 27. Second Photograph 28. Second Order Complex
Order Complex Electron Electron Metallograph of 1OMn2CrMOBA
Metallograph of 18Mn2Cr- Steel Heated to 9200C and Quenched
MoBA steel Heated to 9200C Isothermally at 350 0 C for 1200
and Quenched Isothermally seconds. 10000X.
at 3700C for 1200 seconds.
10000X.

IV. Transformation Process of (M-A) Structures

From the experimental results presented so far, it is

known that the (M-A) structures in low alloy high strength

structural steel is a mixture of carbon rich alloy martensite

and austenite with varying carbon content. Their carbon con-

tents far exceed the average value in the matrix. Therefore,
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the enrichment of carbon in austenite ought to be the necessary

condition for the formation of (M-A) structures. In the study

of the transformation of (M-A) structures, the major task is

then the investigation of the carbon enrichment process in

austenite.

It is well known that austenite can be transformed into

carbonless bainite by quenching super-cooled austenite iso-

thermally at temperatures slightly lower than the initiation

temperature (Bs) of the bainite transformation region. How-

ever, this transformation cannot proceed all the way to the

end (i.e., the completeness of bainite transformation [8).

The reason is that at high isothermal quenching temperatures

the driving force for phase transformation is small. Con-

sequently, the transformation of bainite is more difficult and

results to longer incubation period for bainite transformation.

It is because that the isothermal temperature is high, the

diffusion of carbon becomes easier. Regardless whether.it is

in the incubation period of bainite transformation or during

the process of bainite transformation, carbon atoms will be

enriched in certain microscopic areas of the asutenite.[9,10]

Therefore, some carbon-rich austenite zones are formed. -Simul-

taneously, it is causing some area to become carbon-poor

austenitec zones. At the end of the incubation period for

bainite transformation, carbonless bainite nuclei formation and

growth begin in carbon-poor austenite zones (see Figure 3,

I-b). With increasing isothermal period, carbonless bainite

grows along and on the sides of the axis. In the meantime,

carbon atoms enter the neighboring austenite zone through the

bainite/austenite (B/A) interphase. Since there are preferen-

tially concentrated areas of carbon in the carbon-rich austen-

ite, the propagation of the B/A boundary can not be at the

same rate at all locations; the rate should be lower in carbon-

rich austenitec zones and higher in carbon-poor zones. There-
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fore, the B/A boundary is not uniform as shown in Figure 3 Ic

and d. Continuous lengthening of isothermal period, the

transformation of carbonless bainite further increases and

the carbon content in the surrounding carbon-rich austenite

alaQ increases to form the very stable carbon-rich austenitic

islands (granular or in strips) as shown in Figure 3, I-e.

The size.and morphology are irregular. Undoubtfully, the

carbon content in each island is different. For an island,

b £hC d 0

An A.- -

W HP

0An

________ ________ ________ lA fte it

Figure 3. Schematic Diagrams of the Formation Processes of
(M-A) Structures in Various Matrices.
Key: 1. matrix-type, 2. formation process, 3. A poor, 4,5,6,
7,8,9,12, 13. A rich, 10, 11. Carbide.

I - temperature region of carbonless bainite transformation.
II - temperature region of upper bainite transformation.
III - temperature region of lower bainite transformation.
IV - temperature region of martensite transformation.
A rich - carbon-rich austensite zone.
A poor - carbon-poor austensite zone
BF - bainitic ferrite zone

there is a concentration gradient across the center tO the

edge and it is schematically shown in Figure 4& Because

different martensite transformation points Ms and Mz exist

for austensite of various carbon concentrations, in the sub-
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sequent cooling process some of these carbon rich austenite

islands transform into martensite, some with their centers

transform inzo martensite and edges remain as austenite. For

those islands with extremely high carbon content, it is possi-

ble that th*: remain to be austenite completely. Thus forms

the (M-A) s'.:'ucture. Since this structure is formed through

the diffusion of carbon, it is called diffusion model (M-A).

From the above mentioned (M-A) formation procedures, it

is clear that the (M-A) structure is not necessarilysimple

single crystals or single phase polycrystalline. This must

be cause for the mixed diffraction pattern of both face-

centered and body centered cubic matrices in the electron

diffraction of some of these (M-A) structure. For other

islands, the characteristics of polycrystalline diffraction

patterns were shown apprc 'mately (Photograph 19).

(M-A) structures can be distributed in the original aus-

tenite. It can also-be in the crystal boundary. The shape----

and size are very different. Sometimes layer pieces of (M-A)

interlink and almost go through the entire austenite crystal

very similar to another interphase (see Photograph 29). Some-

times large pieces of (M-A) exist in the crystal boundary of

the original austenite (Photographs 1 and 14). This is pro-

bably due to the defects at the b6undary which makes it more

favorable for carbon at.oms to dissovle into the area through

diffusion at either high temperature or under gradual cooling.

Observations using metal thin film electron transmission

technique showed that the structure of carbonless bainite

matrix is still in strip shape (see Photograph 30). This

agrqes with the above analysis. However, we also discovered

another situation. When the samples undergo long-term iso-

thermal treatment or extremely slow continuous cooling, the
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Photograph 29. Second Order Photograph 30. Metal Thin
Complex Electron Metallograph Film Transmission Structure of
of l8Mn2CrMoBA steel heated l8Mn2CrMoBA steel heated to
to 920 0 C and gradually air 9200 C and gradually air
cooled. 5400X cooled. 16000X

* a s

* -- S

b

-S
I I

CC

Figure 4. Schematic Diagrams of Carbon Distribution in
(M-A) Structures.

Key: 1. Matrix.
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carbonless bainite matrix is no longer in strips as shown in

Photograph 31 (in pieces). We believe that this is due to

the consolidation of strips under the above conditions.

Carbonless bainite, regardless whether in strips or in pieces,

belongs to bainitic ferrite [12 ] . Reference [11] stated that

there is a finite amount of strip formed ferrite in a chunk

for iron based alloys. Reference [12] believed that the chunk

ferrite has the characteristics of the strip. These statements

are basically consistent with our observations.

Photograph 31. Same as Photograph 30. 30000X

Although carbonless bainite (bainite finite) matrix has

very low carbon content, yet there is considerable amount of

over-saturated carbon around. Annealing at 250 N 300*C or

high temperatures, these over-saturated carbon particles will

precipitate out in the form of microscopic carbides (see

Photograph 32). In addition, the carbon-rich austenite

neighboring the carbonless bainite (bainitic ferrite) does

not completely transform into the (M-A) structure. Isothermal

or continuous quenching will transform it into other types of

bainite. As shown in Photograph 33, next to a carbonless

bainite the upper. bainite structure appears which rarely occurs.

When austenite is isothermally quenched in the upper
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Photograph 32. Second Order Photograph 33. Second Order
Complex Electron Metallograph Complex Electron Metallograph
of 30CrMnSiA steel heated to of 18Mn2CrMoBA steel heated
9001C quenched isothermally at to 9200 C, gradually air-cooled.
3900C for 900 seconds, air- 3000X
cooled and tempered at 450 0C.
Small carbide precipitates
were found after tempering.
1O000X.

bainite transformation zone, the formation of (M-A) structures

follows basically the same process as the one described above

for the formation of (M-A) structures in the carbonless bainite

region. At the end of the incubation period, strips of bain-

itic ferrite are formed in the austenite. Along with the

growth of these strips, carbon atoms continuously diffuse

through the B/A boundary into the austenite zone between ferrite

strips. This is schematically shown in Figures 3, II-b, II-c,

and II-d. Due to the relatively low transformation tempera-

ture, the long range diffusion of carbon is rather limited

in this case. When the carbon content in the carbon-rich

austenite between strips reaches a concentration high enough

for carbide formation, precipitates of carbides will be pro-

duced. For other carbon-rich austenite zones with high carbon

contents, because it is not high enough for carbide formation,

they remain as austenite (as shown schematically in Fiugre 3
II-e) and are later transformed into (M-A) structures during

the subsequent cooling process. Therefore, the (M-A) structures

in an upper bainite matrix are islands in granular or strip

form locating in between bainite ferrite strips. They are
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also aligned in the same direction as that of the carbide

precipitates. This shows that the (M-A) structure in the

upper bainite matrix is also the diffused type. Its exis-

tence once again demonstrates the incompleteness of bainite

transformation.

The isothermal quenching over extended period of time in

the upper bainite transformation region will lead to two

other situations, in addition to the formation of upper

bainite, due to the conditions that allow carbon atoms to

diffuse sufficiently. The first one is the formation of high

uniform carbon content austenite between the ferrite strips.

In this case, the carbon concentration is not sufficiently

high to form carbide precipitates. Secondly, carbon enrich-

ment continues to occur in some originally carbon-rich austenite

regions causing the simultaneous formation of carbon-poor

austenite zones in the surroundings. These carbon-poor austen-

ite regions continue to transform into upper bainite or even

bainitec ferrite zones. During the cooling process after

isothermal quenching, carbon-rich austenite zones in the two

above cases are transformed into (M-A) structures. Part of

the (M-A) structures combine with the bainite ferrite matrix

to form granular bainite. The bainite ferrite formed under

these conditions is in strip or chunk shape, the same as in

carbonless bainite transformation zone. The size of these

(M-A) structures should be much larger than those in the upper

bainite matrix.

For quite a few low alloy high strength structural steels,

under either long period if isothermal quenching in the upper

bainite transformation zone or continuous cooling at very low

rates, their structural transformation is very similar to

whatever is described above. Photograph 34 is a second order
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Photograph 34. Second Order Electron Metallograph of
18Mn2CrMoBA steel heated to 9200C and isothermally
quenched at 420 0C for 3600 seconds. 5000X

electron metallograph of 18Mn2CrMoBA steel isothermally

quenched for a long period of time in the upper bainite

transformation region. With the exception of very few upper

bainite, the rest is granular bainite.

It is worthwhile to note that l8Cr2Ni4WA steel have been

believed to b, a martensitic type of steel. However, our

experimental results revealed that only when the samples are

small, that we can get the mixed structure of martensite and

a small amount of bainite as shown in Photograph 35. For

samples slightly larger in dimension, the granular bainite

structure as shown in Photographs 2 and 36 is obtained under

air-cooled conditions. The (M-A) structure in this case is

approximately distributed as strings in the bainitic ferrite

matrix. This structure is neither a martensite strip nor a

typical feather shaped bainite.

In the isothermal treatment of austenite in lower bainite

transformation zone, the formation process of the (M-A)

structure is not exactly the same as the two above mechanisms.

Although it is possible for carbon to redistribute inside

austenite during the incubation period, yet carbon atoms can
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PhotozraDh 35. Second Order Photograph 36. Second Order
Electron Metallograph of Complex Electron Metallograph
l8CrNi1 4WA steel (small of 18Cr2Ni4WA Steel (large size
specimen) heated to 8500C parts) heated to 8500C and 550*0
and air-cooled. 1000OX air-cooled. 10000X

not always undergo long range diffusion due to the low trans-

formation temperatures. Therefore, the concentration differ-

ential between the carbon-rich and carbon-poor austenite regions

is relatively smaller. During the growth period after the

nuclei formation of bainite ferrite strip, it may grow directly

across the carbon-rich austenite region (see Figures 3 III-b

and III-c) with the simultaneously short range diffusion of

carbon. Finally, carbide precipitates are formed in parts of

the carbon-rich austenite region of high carbon concentration.

The other parts of the carbon-rich austenite region does not

have carbide precipitation because of the relatively low carbon

concentration. In the subsequent cooling process it trans-

forms into the (M-A) structure (see Figure 3 IV-d). Therefore,

the (M-A) structure in lower bainite is still diffusion type.

It is usually distributed in the bainitic ferrite strips.

Experimental results revealed that most of the (M-A) structures

in lower bainite are like that (see Photographs 21 and 22). If

quenched isothermally over extended periodS of time in the

lower bainite transformation zone, similar to the case in upper
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bainite transformation region, in addition to the continual

formation of a small amount of lower bainite., it is also

possible to form considerable amounts of granular bainite.

In reality, the lower bainite structures in low alloy high

strength sturctural steel are mostly of the morphology type as

shown in Photographs 7, 21, 22, and 28.

In summary, it is not possible to obtain a single phase

structure in either upper or lower bainite transformation

region. It is usually a mixed structure. In addition to the

presence of (M-A) structures in the upper or lower bainite

matrix, there is a certain amount of granular bainite in the

system.

If bainite is obtained from transformation during cooling,

then the formation process of the (M-A) structure is similar

to the one proposed in isothermal transformation, i.e. due to

the diffusive enrichment of carbon.

Continuous cooling at a rate greater than the critical

cooling rate or the isothermal quenching at temperatures below

Ms usually results in the formation of martensite strips.

(M-A) structures still exist in this type of martensite matrix.

It is not formed through carbon diffusion. This is due to the

preferential gathering of carbon in significant amounts in

microscopic zones in the carbon-rich austenite. During the

transformation of martensite, martensite strips very rapidly

run across these carbon-rich austenite zones which makes these

areas remain at (M-A) structures (see Figure 3 IV-6). Because

that no carbon diffusion occurs during martensite transformation,

the (M-A) structure in the martensite matrix is of course the

non-diffused type. Its carbon concentration distribution is

schematically shown in Figure 4-6. For ordinary low alloy

structural steel, under normal quenching and tempering condi-
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tions, the preferential gathering of carbon in austenite is

unavoidable. If carbide forming elements are present in the

steel or under conditions that the temperature and time for

the austenite formation are insufficient, this preferential

gathering of carbon problem becomes more severe. The presenqe

of non--iffused (M-A) structures in martensite, therefore, is

totally possible.

In the transformation of bainite, it is also possible for

microscopic zones of carbon-rich austenite which are formed

not through diffusion of carbon to exist. With the diffusive

enrichment of carbon atoms in these areas, the surrounding

carbon content must be increased. Its carbon concentration

distribution is schematically shown in Figure 4c. This (M-A)

structure formed by carbon-rich austenite is a mixture of

diffusive and non-diffusive types, or it is called the mixed

type.

Diffusive, non-diffusive, and mixed type (M-A) structures

are the same in characteristics. They only differ in their

formation processes and carbon concentration distributions.

V. The Decomposition and Transformation of (M-A)

Structures on Tempering

As discussed above, the residual austenite in the quenched

structure of low alloy high strength structural steel mainly

exist in the (M-A) structure. The electron metallograph of

tempered (M-A) structures also showed that decomposition may

happen upon tempering of the (M-A) structure. Apparently,

this decomposition is a combination of decompositions of both

martensite and austenite during the heating and soaking in

the tempering process. If the austenite in the (M-A) structure

is not completed decomposed during heating and soaking in
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the tempering process, there must be transformation of residual

austenite in the cooling process after tempering. Therefore,.

if the quenched structure of steel has significant amounts of

(M-A) structures, then the property changes after tempering

is not only related to its matrix structure. It can be sure

that the decomposition and transformation of (M-A) structures

have significant effects on the properties of the annealed

steel. Therefore, the research on the regularity of the

decomposition and transformation of tempered (M-A) structures

is no longer a simple theoretical problem. It is also an

important practical problem. We used thermal magnet and optical

expansion meters to analyse quenched steel.

The martensite in the (M-A) structure is a carbon rich

alloy martensite which has a higher tempering resistance than

the matrix structure. This has been confirmed by structural

analysis. With increasing tempering temperature, martensite is

decomposed into tempered martensite, etc. It is not too

different from the tempering of martensite in high carbon con-

tent alloy steel. The transformation-of residual austenite in

the tempering process involves very complicated mechanisms. We

used thermal magnet to temper samples of quenched steel and

obtained tempering heat and variations in austenite content

during soaking and air-cooling. The decomposition and .trans-

formation of austenite in the (M-A) structure then became

known. The samples used were made of 18Mn2CrMoBA steel, heated

to 920 0 C and gradually air quenched 1 l . The structure was

bainite + (M-A). The average residual austenite content

measured was 11.5%. Figure 5 shows the heating and soaking

curves of the sample during tempering relative to the isothermal

transformation curve C of austenite. Table 3 summarizes the

variations of austenite content in the sample on tempering.

The data in Table 3 indicates that the austenite in the (M-A)

structures may decompose during the heating step on tempering.
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For 18Mn2CrMoBA steel tested, the decomposition began at

temperatures in the range of 300 --400 0C. The temperature

difference may be due to the variation in austenite carbon

content in (M-A) variatlon in carbor content in the austentite.

Based on the relative positicn of th- heating and insulations

standards in Figure 5 with respect to the C-curve heating and

soaking with respect to C-curve, it is clear that residual

austenite may be transformed into bainite. Although the

C-curve of the residual austenite is not identical with that

of the steel, yet the incubation period for residual austenite

to be transformed to bainite is shorter than that for the

original austenite to be transformed into bainite. Therefore,

on tempering within a given temperature range it is entirely

possible to transform part of the austenite in the (M-A)

structure into bainite.

go II I'

70°

60o - ---

=.AB

tot

Figure 5. Relative positions of heating and soaking of
18Mn2CrMoBA steel on Tempering with respect to its C-curve.
Key. 1. Temperature oc, 2. A+Bno' 3. Soaking, 4. Heating
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Table 3. Transformation of Austenite in 18Mn2CrMoBA Steel
Slow Air-Cooled Quenched Sample on Tempering (Residual
Austenite 11.5% Before Tempering).

WMMM- .- -

360 350 2.0 2.&. 150 2.5 4.5

400 300 2.5 1.0 200 1.5 8.5

450 400 2.0 0 300 2.5 T.0

500 400 3.0 0 150 2.5 6.0

650 400 3.5 4.5 350 3.0 0.5

Key: 1. Tempering temperature, 2. Heating in furnace,
3. Soalking (30 minutes), 4. Cooling in air, 5. Residual
austenite content after tempering %, 6. Starting temperature
of austenite decomposition 0 C, 7. Decomposed austenite content
when temperature reaches the tempering temperature, 8. Decom-
posed austenite content %, 9. Initiation temperature of
austenite transformation 0C, 10. Transformed amount %.

Experimental results indicate, during the tempering pro-

cess, the tempering soaking temperature is directly relevant

to the continuation of austenite decomposition. As presented

in Table 3, the decomposition of austenite in the (M-A)

structure practically stopped during the 30 minute soaking at

the temperature range 450 - 500 0 C. It is probably due to the

fact that the tempering temperature just so happened to be in

the austenite stable zone of the C-curve for the residual

austenite in the tested steel sample. As shown in Figure 5,

tempering at a higher temperature (6500C), this temperature is

already located in the pearlite transformation region. There-

fore, austenite decomposition in the (M-A) structure may take

place regardless whether it is in the heating or soaking

process.
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The residual austenite in quenched steel structures usually

does not decompose completely after one heating and soaking

tempering process. Therefore, the air-cooling of the steel in

a certain temperature range serves as a second tempering step

for the undecomposed residual austenite. Part of the remain-

ing austenite may undergo martensite transformation. Since the

carbon content in the (M-A) structure varies quite significantly,

the anti-stabilization reaction of austenite on tempering at

different temperatures is also different. Consequently, the

temperature at which the residual austenite begins to transform.

into martensite also varies. Table 3 listed that this tempera-

ture ranged from 150 - 350 0 C.

The decomposition and transformation of (M-A) structures

on tempering can also be reflected by the volumetric variation

during the tempering process. Optical expansion measurements

were made during tempering of 30CrMnSiNi2A and l8Mn2CrMoBA

steels quenched under different conditions and the results are

shown in Figures 6 and 7. From Figure 6, it can be observed

that the lower bainite + (M-A) structured 30CrMnSiNi2A steel

specimen showed expansion deflection at around 250 0 C. This

deflection indicated the decomposition of austenite in the

(M-A) structure. A contraction deflection shown at about 4700C

marked the decomposition of martensite in the (M-A) structure.

Under this condition it is.consistent with the observed appar-

ent decomposition of the (M-A) structures at 400O- 5000C using

structure analysis. The 18Mn2CrMoBA steel sample identical

to the are used in the thermal magnetic experiment showed an

expansion deflection (Figure 7) at about 175 0 C during air

cooling after tempering at 5000 C. For 18Mn2CrMoBA steel sam-

ples using series temperature tempering, the austenite was

measured to start decomposing at 250-3500C upon heating. The

transformation temperature from residual austenite to marten-

site is 150 3030C during cooling. These results are basically
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the same as the ones obtained using thermal magnetic measure-

ments.

,, e'C (All

4
00 / 400c

1 - tempering temperature 1 -tempering temperature (°0)

Figure 6. Heating Expansion Figure 7. Cooling Expansion.
Curve of 300rMnSiNi2A steel Curve of 18Mn2Cr~oBA steel upon
heated to 900°C, quenched at tempering, heated to 92000
320"C for 3600 sec. upon slowly air-cooled.

tempering.

For many low alloy structural steel quenched and tempered
at various temperatures, the decomposition and transformation

of residual austenite do not increase linearly with the tem-
pering temperature. Figures 8, 9, and 10 are the residual
austenite content curves of 3CrMnSiA, 300rMnSiNi2A and 18Mn2Cr-

MoBA steels quenched under different conditions as a function

tempering temperature after sequential tempering, respectively.

Although their alloy compositions and heat treatment

conditions are different, yet the residual austenite content
basically vaires with tempering temperaturein a similar way.

We believe that this regularity is a combined effect of differ-

ent degrees in decomposition and transformation of austenite

in the (M-A) structure at various tempering temperatures. It

also implies that for low alloy structural steel after quench-

ing, at low temperatu tempering can not cause the decomposi-
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tion and transformation of austenite in the (M-A) structure.

At slightly higher tempering temperatures, austenite decomposi-

tion and transformation occur during heating, soaking and

cooling steps to reduce the residual austenite content after

tempering. When the tempering temperature reaches the stable

zone of the C-curve for the residual austenite in the quenched

structure of the steel, it is then very difficult or impossible

for austenite to decompose during soaking. Under this condi-

tion, considerable amounts of residual austenite still remain

after tempering. Increasing the temperature for tempering

further, although it still remains in the stable region of the

C-curve, under this condition austenite decomposition only takes

place during heating. A very strong anti-stabilization react-

ion for austenite exists during soaking[I 3 1. Therefore, it is

still possible to cause austenite transformation to martensite

during cooling. Tempering at temperatures in the pearlite

transformation region makes the decomposition and transformation

of austenite complete. This causes the saddle shaped curve in

the variation of residual austenite content versus sequential

temperature tempering.

In addition, under different quenching conditions, owing

to the different (M-A) structure content in the quenched struc-

ture, the residual austenite content is quite different even

after tempering at the same temperature. The isothermal

quenching of bainite at higher temperatures and the gradual

continuous cooling under conditions to obtain bainite can result

in general in a considerable amount of (M-A) structure form-

ation. The corresponding residual austeni-te after tempering

is also relatively higher. But the variation of residual

austenite content with tempering temperature remains the same

as under other quenching conditions.
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Figure 8. Relation between residual austenite content and
tempering temperature for 30CrMnSiA steel.

Key: 1,2. residual austenite content %., 3. heated to 9000 C,
quenched at 3600C for 15 minutes, 4. heated to 9000C, quenched
isothermally at 3900C for 15 minutes.
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Figure 9. Relationship between residual austenite content

and tempering temperature for 3OCrNmSiNi2A steel.

Key: 6. heat to 9000 C and quenched isothermally at 3300C for
60 minutes, 7. 30 minute soaking, 8. 150 minute soaking, 9, 10.
tempering temperature °C.
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Figure 10. Relationship between residual austenite temperature
with tempering temperature for l8Mn2CrMoBA steel. Sample
cooling speed at quenched is expressed by the time from 920 0C
-4000 C: 1) 36000 seconds, 2) 1500 seconds, 3) 500 seconds.

Key: 1. residual austenite content %, 2. tempering temperature
oc.

VI. Conclusions

Based on our structural analysis on a series of low alloy

high strength structural steel and experimental results obtained

from selected alloy steel samples, we reached the following

preliminary conclusions:

(1) In the quenched structures of low alloy high strength

structural steel, the (M-A) structure usually exists. Steel

composition and heat treatment are affecting the size, distri-

bution and volumetric fraction in the matrix of the (M-A)

structure directly.

(2) The (M-A) strucutre is a carbon-rich alloy marten-

site or austenite or a mixture of martensita and austenite of

varying carbon content. The residual austenite in the quenched

structure of low alloy high st .ength structural steel basically

exists in the (M-A) structure.
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(3) The (M-A) structure is usually distributed in the

quenched structure of steel as islands. The morphology is

either granular or in strips. The (M-A) structures are

usually granular in bainitic ferrite chunk, lower bainite,

and martensite strips. It exists in strip form in bainitic

ferrite strips, upper and lower bainite, and in between mar-

tensite strips. (M-A) structures also exist in the grains of

original austenite and it may also be distributed at the grain

boundary of the original austenite.

(4) In quenched structures, only the (M-A) structures

distributed in the bainitic ferrite matrix are called granular

bainite. When (M-A) structures are also distributed in other

matrices, it is not proper to use the term "granular bainite."

The structure of bainitic ferrite is either needle or chunk

shaped.

(5) The formation process of the (M-A) structure can be

considered as the diffusive enrichment of carbon in austenite

to form stable carbon-rich austenitic zones. In the subsequent

cooling process, it remains as either martensite or austenite

or a mixture of both. The preferential gathering of carbon

in the original austenite is another reason for,(M-A) forma-

tion. The (M-A) structure is divided into diffusive, non-

diffusive, and mixed types. However, their characteristics are

the same.

(6) Decomposition of (M-A) structure occurs upon temper-

ing. It has a higher resistance to tempering than the matrix

structure. The decomposition of martensite in the (M-A)

matrix beg at about 400 - 5000C. For tempering at temperatures

in some regions above 2500C the austenite in the (M-A) struc-

ture can be decomposed into bainite in the heating and soaking

processes. In the austenite stabilization zones of the C-
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curve of residual austenite, very little or absolutely no

austenite decomposition occurs in the (M-A) structure during.

soaking. The tempering in the pearlite transformation zone

will cause most of the austenite in the (M-A) structure to

decompose into pearlite. Part of the undecomposed austenite in

(M-A) structure may be transformed to martensite during cooling

after tempering.

(7) The residual austenite content in low alloy high

strength struct1ural steel does not decrease linearly with

increasing tempering temperature. It usually follows a saddle

shaped curve with increasing tempering temperature. This is

directly related to the amount of austenite decomposed and

transformed -upon tempering.
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The authors suggest that the formation process of (M-A) in bainitic matrix
might be as follows:

In the transformation of the bainite, carbon atoms from the bainite
diffuse through the bainite/austenite (B/A) boundary into the austenite to

make it rich in carbon content. The austenite regions may be gradually
reduced to some small islands when the bainite laths continuously grow.
These small regions of carbon-rich austenite do not decompose and then they

reach finally a stable state with martensite points at differnt temperatures.

Thus they turn into (M-A) of diffused type after cooling.
The authors suggest that the formation process of (M-A) in martensitit

matrix might be as follows:

In the pcior austenite, there are initially small regions of higl2er carbon
content (carbon-segregation) with lower martensite points at different tem-

peratures. During general transformation of austenite into martensite. these
small regions of lower martensite points remain unchanged and the martensite
laths can pass through them. Thus the (M-A) of undiffused type is formed
during further cooing. Under usual steel quenching conditions, there must

exist small regions of high carbon content in the prior austenite. These
carbon-rich regions are further enriched when transformation of bainite takes
place. Thus a (M-A) of mixturetype is formed after cooling. There are
differences in (M-A) in type, morphology, and distribution, but the nature

of them is essentially the same.
On tempering,(M-A)undergoes trnsformation. Martensite in(M-A)begins

to decompose at about 400-5001. During the heating and soakinig period of
the tempering, part of the austenite in (M-A) transforms into bainite at
some temperature above 2501C. but remains unchanged at other temperatures
of temper-soaking. A portion of the unchanged austenite in (M-A) becomes
unstable by tem'ering at higher temperature and transforms into martensite
partially or completely during subsequent cooling. Therefore, the amount of
retained austenite decreases with the increase of tempering temperature and
reaches a minimum value at a certain temperature, which depends on the

decomposition and transformation of (M-A) during tempering. (M-A) decom-
poses and transforms completely at about 520-65010. The resistance of

(M-A) to tempering is higher than that of matrix.
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A Study on Insulated Risers

Zhou Yaohe, Zhang Yanwei, Qu Weitao, Lin Zaiue, Mao Zhiying,

Wang Youxu, Niu Jingxin, and Zhang Qixun

ABSTRACT

The plate-shaped casting method was used to

determine the thermal physical parameters of three

insulating materials - pearlite; formed plaster, and

ceramic wool together with a wet sand mode. From the

freezing characteristics of sand castings, a calcula-

tion method was decribed to describe the insulated

riser. Using the measured physical thermal coeffic-

ients, this method was verified on a pure aluminum

cubic casting. Experimental and calculated results

were consistent. Pearlite and formed-plastic risers

were seven times smaller than the conventional ones.

A ceramic wool riser was found to be eight times

smaller. Finally, a theoretical analysis of the

effectiveness of the insulated risers was made. It

demonstrated that the use of insulated risers for alloy

castings which formed concentrated shrinkage cavities

could significantly improve producitivity and casting

yield, saving the expenses involved in metal melting

and riser cutting and minimizing waste.

I. Introduction

Risers of sand castings generally weigh from 40 - 100%

of the weight of the castings. Therefore, the effective

yield of the casting is low. Actually, the volume -shrinkage

during metal freezing is only a few percent. In a conventional

riser (using the same material as the casting without taking
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any measures to strengthen and compensate for shrinkage), the

metallic equilibrium during the freezing process is shown in
Figure 1-a. Upon completion of freezing, the metallic part

(1-2) of the riser is used to compensate for the shrinkage of

the casting. The liquid portion (2-3) is the reserve kept to

maintain a certain head pressure and to prevent shrinkage cav-

ity and impurities from going into the castings. The major

portion (3-4) has been solidified before the castings are

totally frozen. "fnsulated risers are used to ensure adequate

compensation action as well as to minimize depletion of metals.

Figure 1-6 shows the metallic equilibrium of an ideal insula-

ted riser (remaining in the liquid phase until castings are

frozen). Although insulated risers have been used in recent

years, the thermal coefficients and the principles of the

design of insulated risers are not widely available in the open

literature [1,2,3,4,5,6,7,8]. This paper first reports the

determination of thermal coefficients of three insulation mat-

erials and then introduces a design process for insulated risers.

Finally, the effectiveness of insulated risers is theoretically

estimated.

4

GAI ir4.n tM i '_asMMT44

Figure 1. Metallic equilibria conventional (a) and ideal insula-
ted (b) risers.
Key: 1,2. Griser, 3,4. T casting, 5,6. T riser, 7. G-weight,
9. T freezing time, 9. i-liquid, 10. s-solid, 11. m-metal used
to compensate for shrinkage.
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II. The Deternination of Thermal Coefficients for

Insulated Materials

Thermal coefficients are the most important characteris-

tics of insulated materials. Among the methods available to

determine'the thermal coefficients of the mode-making mater-

ials, the unsteady state method involving melting and casting

is most applicable to this particular technical problem. In

this method, the most important thing is to establish the

necessary heat exchange condition.

If the temperature is initially to on the surface of a

semi-infinite solid and at time T=O the temperature increases

suddenly to tb, then the temperature t at a point which is x

away from the surface (perpendicularly) after time T is

- i = (] - - eq( 7  (

where a- thermal conductivity

erf --4)- error function

It is generally believed that for poured, zero super heat,

pure metal, sand mode plate castings the above heat exchange

condition is applicable. Under such conditions, the freezing

temperature of the pure metal can be treated as the boundary

temperature of the plate casting during the solidification

process. The heat dissipated during freezing of the flat plate

is = FXvlp

where F and X1 represent the surface area and the thickness of

the side of the casting respectively.

Vt. PS are the metal weight and crystallization heat,

respectively.

(from here on the subscript 1 represents metal; 2 -

casting).
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The amount of heat absorbed by one side of the casting

upon completion of freezing of the casting is:

QX X 61__bF (to - to) %-/ '1' x (2)

where b2  heat storage coefficient of the casting

tk - metal freezing temperature

Tk - solidification time of the plate casting

2 -. bF(th - t,)%/-- = FX1,vlp
Vx 2

b1V.X 1 VIPI (3)

The thermal coefficients of the insulator materials are

usually calculated using equations (1) and (3).

Another method [9,10] involves the use of a nth degree

parabola to approximate the mode temperature distribution:

t -tof=(to- t) X- Y (4 )

where X2 - thermal penetration thickness of the mode. When

The thermal storage coefficient and thermal conductivity

of the mode are

bV =!L/ + X, VP

(5)

and

x, 2 (6)a,-in (.+ ID T,

respectively.
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If a2 and b2 are known and Y2 is approximately the weight

of the mode at room temperature, then coefficients c2 and X2
can be obtained using the following:

-S ba (7)
V/a

6; (8)

The results obtained using the above methods must be

experimentally verified.

EXPERIMENTAL PROCEDURES

Pure aluminum was chosen as the test metal to determine

the thermal coefficients of the three insulator materials -

pearlite, foamed plaster, and ceramic wool (compositions shown

in Table 1).

With the exception of the wet mode, the other experimental

modes were constructed using plates formed with the insulating

materials. Nine NiCr-NiAl thermocouples were installed at

fixed locations on the plate. At the end of each experiment,

upon peeling off the mode, the positions of the thermocouples

were re-determined. The plate dimensions are 6 x 160 x 200 mm
3

and 20 x 200 x 200 mm3 . The length and width are much larger

than the thickness, so that the heat transfer between the

casting and the mode can be considered one-dimensional. Another

NiCr-NiAl thermocouple wire protected by a double-hole 2 mm OD

ceramic tube was inserted into the cavity from the bottom to

measure the metal temperature. The distribution of thermo-

couples in the mode is shown in Figure 2.

Pure aluminum was melted using a conventional technique.

It was slowly cooled to remove gas and poured at low superheat

178



TABLE 1 MODE COMPOSITION

Mode Material Major Constituents Weight %

Expansion pearlite expansion pearlite .48

water glass 38

10% NaDH aqueous solution 14

Foamed plaster plaster 79

cement 20-

synthesized washing apart 0.25

potassium aduin 0.5

water (additional) 79

Ceramic wool wood fiber (added) 0.3

Wet Natural sand
(Nanking red sand) water content -6

Figure 2. Ditibto of troupe in th mode.

a two-channelhighspeed recorder Th hetn cuve ofth

md w o g o.* r Figure 3

::.'.':.. . .. ....

is the temperature - time curve of a 6 x 160 x 200 mm 3 aluminum

plate during the freezing process after poured into a pearlite

mode.
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Figure 3. Cooling curves of the casting and heating curves of
thermode for a pure aluminum plate casting.

Key: 1. center of the casting, 2. boundary, The following
thermocouples are in the mode: 3. 4.5 mm from boundary,
A. 7.5 mm from boundary, 5. 13 mm from boundary, 6. 19 mm from

bundary, 7. 21.5 mm from boundary, 8. 29.5 mm from boundary,
9:'40 mm from boundary. Dimensions of casting: 6 x 160 x 200

mm.

EXPERIMENTAL RESULTS AND DISCUSSION

Figure 3 shows that the surface temperature of the flat

plate casting was very close to the freezing temperature during

the entire solidification process. Since the surface tempera-

ture remained constant, there was no gap formation due to the

shrinkage of the casting. Therefore, the assumption that there

is ideal contact between the casting and the mode is reasonable.

It can be approximated that the boundary temperature is the

freezing temperature of pure aluminum during the solidification

process.

The data points in Figure 4 are the actual temperatures

measured in a pearlite mode when freezing was completed. When
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equation (1) was used to approximate the actual temperature

distribution, we get the following:

t =26+ (659- 26)(1-er/%/5.7)

70C

measured temperature at
6u0 *the end of solidifica-

tion

oo Xt26 t6S6-26)(1-,/ .X-_

400

3 .

200

100

. . .1 2 -'3 4

Figure 4. Comparison of actual temperature distribution
and equation (1) in a pearlite mode.

The above demonstrates that the theoretical curve is

very consistent with the measured points. The theoretical

temperature is slightly higher close to thermal penetration

thickness X2 as shown in Figure 4.

When equation (4) is used to calculate the thermal

coefficients, it is most important to determine the exponent

n. Anisovich [10) recommended the use of an averave value of

n from a few arbitrary measured points. From our test analy-

sis, this average n value is going to lead to larger errors

in calculation, because these exponents are quite different

from one another. If n is determined using a reverse analysis

method, then results obtained using equation (4) are very

close to those determined experimentally (see Figure 5).
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70 ,

6 temperatures measured
600 when solidification was

completed
500

400 t 26 + (650 - 26)(1 4.6)

300

200

100

X M

Figure 5. Comparison of temperature distributions obtained
experimentally and using equation (4).

The thermal coefficients of the pearlite mode were cal-

culated using equations (1), (3) and (4), (5) and are tabulated

in Table 2. It can be seen that the two methods bring about

very similar results.

Table 2. Calculated Thermal Coefficient of Pearlite Mode

(Y 2 = 240 kg/m 3).

Method a2  b2  2 c2  x2
m2/hu Kcal/m2.
I /hour 'l/ Kcal/kg*C Kcal/m.hour OC*1/2hour

0C

Equation 0.00202 4.00 0.373 0.179
(1), (3)

Equation
(4), (5) 0.00182 3.78 0.368 0.162
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Table 3 lists the thermal coefficients of modes of the

three insulating materials and wet sand. The data for wet

mode and foamed plaster which undergo phase changes upon

heating is obtained using the Veinik [1 method.

Table 3. Thermal Coefficients of Insulator and Wet Sand Modes

Material a2  b2  C2  x2 Y2

m2/hour Kcal/m 2 . Kcal/kg. Kcal/m. 3

hr.1/2c 0C hr. OC Kg/m

Expan- 0.0018- 3.8- 0.36- 0.16- 230-250sion
pearlite 0.0021 4.2 0.38 0.18

Foamed 0.0010- 6.0 0.30 0.21 510-550
Plaster 0.0017 6.6- 0.36 0.26

Ceramic 0.0013- 3.0- 0.37- 0;11 210-230
Wool 0.0017 3.5 0.40 0.14

Wet 0.0007- 18- 0.36- 0.56 1580-1630
Sand 0.0013 22 0.52 0.71

Among these materials, ceramic wool has the best insulating

properties. Its thermal storage coefficient is 1/6 of that of

wet sand. Pearlite and foamed plaster have 1/5 and 1/3 of

the thermal storage coefficient of the wet sand, respectively.
Since the specific heat is not too different among these mat-

erials (the specific heat of a wet sand mode is related to

its water content). Thermal conductivity and weight are major

factors in the determination of heat storage coefficient.

III. The Design of Conventional and Insulated Risers.

The objective of riser design is to ascertain the proper
position and dimensions of the riser. For insulated risers,

the rules used in determination of position basically are
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I7.
identical to those for the conventional risers. As for the

dimensions of insulated risers, the popular method [3,5,6,7]

involves the calculation of a riser modulus through the use

of some surface coefficients. For example, the riser modulus

for a cylindrical insulated riser is

RH
.M2 + Ry (9)

where M - modulus R - riser radius

H - riser height X - side coefficient y - top coefficient

This method appears to be simple, but it fails to establish

any relationship between the surface coefficients and the

thermal characteristics of the insulating materials. In addi-

tion, the volume of the riser may or may not be sufficient to

compensate for metal shrinkage.

For pure metals and alloys with narrow crystallization

temperature bands, the two following conditions must be con-

sidered in the derivation of design equations of risers:

1. The freezing time of the riser should be greater or

at least equal to that of the casting.

2. The riser should contain sufficient amounts of metal

to compensate for shrinkage of the casting.

The freezing time of the riser or the casting can be

approximately expressed as

where T - freezing time Ph - superheat coefficient

U s - geometric coefficient p g - gap coefficient
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Usk - crystallization temperature band coefficient

K - solidification coefficient, it can be derived from

the following conditions: Crystallization temperature band

is zero, no superheat, and ideal contact between plate-

casting and mode.

The gas gap problem in sand modes can be neglected and

U is taken as 1. Since generally the riser and the casting

are poured from the same melt, the first condition mentioned

above can be written as

Because the metallic volume of the riser decreases during

the solidification process, it is more reasonable to take the

the volume after the solidification process is completed in

the calculation of riser modulus. The riser volume thus

calculated already includes some extra amount and equation (10)

can be substituted by:

V,,/A, 2 V. 

A .. ()

where V - volume A - surface area available for heat
dissipation

f - geometric factor = E.

Vrf - residual metal volume at the riser

- superheat factor =fh

The solidification coefficient of sand castings can be

expressed as
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the dimensions are € = 90 x 120. But the calculated riser

dimensions will enable the castings to get sufficient shrink-

age compensation.

Equation (14) was used to calculate pearlite insulated

risers. Wet mode was used in casting. The top of the riser

was covered by a layer of pearlite after pouring. Let b =
4.2 Kcal/m 2hr. 1/2C, bc - 20 Kcal/m 2hr 12 0C, and H/D - 1, the

riser dimensions are 053 x 53 based on Equation (14). Con- "

sidering that the insulated cover was thinner (15, 25, and 35

mm) than the heat penetration thickness during solidification

we chose a 060 x 60 insulated riser. Experimental results show

that they can all be used to replace the conventional sand mode

riser. Insulated covers made of foamed plaster and ceramic

wool can achieve the same satisfactory results. Their dimen-

sions are 060 x 60 and 057 x 57, respectively. Figure 6 com-

pares the conventional risers with the insulated risers.

VI. Theoretical Estimation of the Effectiveness of

Insulated Risers

Has the extreme of insulated risers been reached in the experi-

mental results for pure aluminum? How small can insulated

risers be for other alloys? To answer these questions, it is

necessary to theoretically estimate the effectiveness of the

insulated risers. For that we introduce the concept of riser

metal utilization rate. It is the ratio of the shrinkage

cavity volume and the initial volume. There is not yet an

accurate method to determine the volume of the shrinkage cavity.

It can be approximately considered using the equation of a

parabola:
V.=2-lDH..

24

where Vs and H are the volume and depth of the shrinkage

cavity, respectively.
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(1_ )VP - Aa.b.+Aa'b. ,e t+
A..b. (16)

where A - side area of the riser

Art - top area of the riser

brs - thermal storage coefficient of the side

insulating material

brt - thermal storage coefficient of the top
insulating material

These riser design equations are experimentally verified

using 100 x 100 x.100 mm cubic castings. Since the physical

coefficients and thermal coefficients of pure aluminum are

more precisely known, it was chosen as the test metal. We

approximately selected the solidification shrinkage as 8
(6.6% for aluminum) and neglected liquid phase shrinkage and

metal freezing during pouring, two counter-acting secondary

factors. Geometric factors and superheat factors can be

obtained in the literature [8,13]. In our calculations they

were both assumed to be 1. The results obtained using equation

(15) for the dimensions of a cylindrical sand mode riser are

tabulated in Table 4.

Table 4. Calculated Dimensions of Riser for Cylindrical Sand
Mode

D/H 1.2 1 - 0.8

D, mm 108 114 1.24

H,mm 130 114 100

From the results obtained using pure aluminum poured at

760 0C, conventional sand mode riser is not large enough when
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the dimensions are - 90 x 120. But the calculated riser

dimensions will enable the castings to get sufficient shrink-

age compensation.

Equation (14) was used to calculate pearlite insulated

risers. Wet mode was used in casting. The top of the riser

was covered by a layer of pearlite after pouring. Let b =
4.2 Kcal/m2 hr.1/20C, b - 20 Kcal/m 2hrl/ 20C, and H/D - 1, the

riser dimensions are *53 x 53 based on Equation (14). Con- **

sidering that the insulated cover was thinner (15, 25, and 35

mm) than the heat penetration thickness during solidification

we chose a 060 x 60 insulated riser. Experimental results show

that they can all be used to replace the conventional sand mode

riser. Insulated covers made of foamed plaster and ceramic

wool can achieve the same satisfactory results. Their dimen-

sions are 060 x 60 and 057 x 57, respectively. Figure 6 com-

pares the conventional risers with the insulated risers.

VI. Theoretical Estimation of the Effectiveness of

Insulated Risers

Has the extreme of insulated risers been reached in the experi-

mental results for pure aluminum? How small can insulated

risers be for other alloys? To answer these questions, it is

necessary to theoretically estimate the effectiveness of the

insulated risers. For that we introduce the concept of riser

metal utilization rate. It is the ratio of the shrinkage

cavity volume and the initial volume. There is not yet an

accurate method to determine the volume of the shrinkage cavity.

It can be approximately considered using the equation of a

parabola:

24

where Vs and Hs are the volume and depth of the shrinkage

cavity, respectively.
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(a) V1INAIN1 067X 57 4* (d ) -***44a G0x so 4*

Figure 6. Comparison of Conventional and Insulated Risers.
(a), (b) - conventional riser, 490x120, ol14xn4~ mm, (c) -
ceramic wool riser:O57x57 mm, (d) pearlite riser 060x60 mm,
Ce) - foamed plaster riser 60x60 mm casting dimensions:
10OX1Ox100 mm.

(~) (b)

Figure 7. Shrinkage cavities of (a) conventional riser and
Cb) ideal insulated riser.

189



For a cylindrical conventional riser with height equal

to its diameter and shrinkage cavity depth equal to 0.8D (see

Figure 7-a), the metal utilization rate is:

xD'.O 8D
2VL24 = 13.3%

4

The shrinkage cavity of an ideal insulated riser can be

considered as a hollow cylinder (see Figure 7-b). Under

similar conditions (H/D=1 and riser base height equals to

0.2D), the metal utilization rate is

I xD'"0.8D
= lD' =80.0%

4

This is the maximum value for metal utilization rate under

such conditions.

Metal utilization rate varies with the ratio of riser

height and diameter. From Table 5, it can be concluded that

short and thick risers tend to have low metal utilization

rates. This is especially true for insulated risers.

Table 5 Riser Metal Utilization Rate

H/D 1.2. 1.0 0.8

Conventional
sand mode riser 13.9 13.3 12.5

Ideal
Insulated Riser 83.3 80.0 75.0

If the volume of the shrinkage cavity is expressed by
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fl(V, + V,) then

K ,+V.(17)
VP--

after rearrangement:

V,. 6 (18)

Based on the definition of actual casting yield (ratio

of the weight of the casting and weight of the casting plus

that of the riser):

V.
a (Q-))V.+V - +

where a is the casting yield.

Substituting Equation (18) into the above and simplifying

it, we get

a = -(f-l) (19)

Using Equations (18) and (19) and taking 0 approximately

as the solidification shrinkage rate of the metal, the yields

and volume ratios of conventional and ideal insulated r.sers

can be estimated. For cylindrical risers (H/D=l, riser base

height - 0.2D) used in the casting of-pure aluminum and steel,

the calculated results are tabulated in Table 6.

Table 6. Yields and Volume Ratios of Conventional
and Ideal Insulated Risers

Metal p6 V. V"d , a% - - Valv,_

Aluminum 0.066 0.986 0.090 63.0 08.2 10.0

Steel 0.030 0.291 0.030 T.8 90.2 7.5

subscript i is designated for insulated risers..
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Table 6 demonstrates that the use of an insulated riser

can reduce the volume of the riser by about 11 times for

aluminum and 7.5 times for steel. Simultaneously, the yields

can be increased by 44.3% and 19.4%, respectively. Our

experimental pure aluminum cubic casting used pearlite and

foamed plaster risers approximately 7 times smaller than the

conventional riser. The ceramic wool riser was 8 times smaller.

Yields were increased by 33% and 35%.

The economic incentive for use of insulated risers is to

increase productivity, to save the expenses in melting and

cutting of metals, and to reduce waste of metals during cutting

of risers. Aluminum and steel castings using insulated risers

(H/D=l) can achieve the following optimal objectives (Table

7):

Table 7 Estimated Maximum Effectiveness of Insulated

Risers

Item Aluminum Steel

Savings in 45.1 19.5
Metal Melting V.+.. -!+V,

Savings in rRs-xR~s V.t 13.
Riser Cutting --- 79.7 73..8

Reduction in Waste G\i
During Riser Cutting 1 '1p7) 79.7 73.8

Tables 6 and 7 are compiled based on conventional and

insulated risers with H/D=1 and riser base height = 0.2D.

If insulated risers with H/D=l.2 is used to replace conventional

risers with H/D-l, the results are more pronounced. For alum-

inum and steel, insulated risers can be smaller than convention-

al ones by 11.5 and 7.9 times, respectively.

192



Conclusions

1. Equations _ -.=t )tand t('-e(Ii")(1-an

can both be used to calculate the thermal coefficients on
insulating materials without phase change. The second equa-

tion requires the determination of exponent n using a reverse

analysis method.

2. Based on the average thermal coefficients between
room temperature and 659 00, ceramic wool has the best thermal

retention property among the materials tested and pearlite

and foamed plaster are next.

3. The pure aluminum cubic casting experiment demonstra-

ted that the use of insulated material can reduce the riser

volume by a factor of 7-8.

The general riser design equation (I-#)V, A, b,

also applies to the sand castings which tend to form

concentrated shrinkage cavities.

5. Introducing the concept of metal utilization coeffi-

cient, we can approximately estimate the maximum benefits-

attainable by using insulated risers. Due to the tremendous

benefits in saving energy and labor, it is expected that fur-

ther development in the use of insulated risers will continue.
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Summary

A Study. on Insulated Risers

Zhou Yaohe, Zhang Yanwei, Qu Wcitao. Lin Zaixua.

Moo ZAiying, Wang Youxu, Niu fingxin, and Zang Qixun

Conventional large risers of sand castings have been responsible for low
casting yield. More and more attention has been paid recently to insulated
risers on account of their effectiveness in saving energy and labor.

By using the unsteady state method involving melting and casting, this

investigation has determined the mean thermal rnefficisntx for the range

from room temperature to 6591C. of three insulating materials - p t
foamed-oljaste. ad ceramic wool. Length and width of the plate-shaped test
castings are designed to be much larger than their thicknesses, consequently
the heat transfer may be considered as an one dimensional problem. When
pure aluminum at very low superheat is poured to obtain a plate casting,
its freezing point can be taken as the boundary temperature during the
solidification stage. For materials which, upon heating, suffer no phase

change, the equation t (tt.) erf X is used to approximate

the true temperature distribution. Another method is to approximate the mold
temperature distribution by a nth degree parabola. In this case, the rational
determination of the exponent n is of paramount importance, and it is recom.

mended that n be found by a regression technique.
The prevailing practice in the design of insulated risers is to make use

of some surface coefficients when the riser modulus is to be calculated.
Although the method is simple, the relationship betv-en surface coefficients
and thermal properties of insulating materials has not yet been established.
Besides, the problem of ascertaining whether the riser is large enough to
compensate for the shrinkage in volume of the casting remains unsolved. Chvo-

rinov's rule modified by shape and superheat coefficients is adopted by the
authors to evaluate the solidification time of the casting and the riser. For
sand castings which tend to form concentrated shrinkage, the generalized equ.

ation for the design of risers is of the form
V, A,b
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where b,, b, a'e heat diffusivities of the mold materials for the riser and the

casting respectively, f. is the surface coefficient, and Ia is the superheat

coefficient.

When both shape and superheat coefficients are assumed to be unity and

both casting and riser are molded from the same material, the above equation

will reduce to the expression derived by Adams and Taylor. Riser dimensions

calculated from these equations agree closely with the experimental results on

pure aluminum cube castings. The size of the risers insulated with pearlite

or foamed plaster is about one seventh that of the conventional sand risers;

that of the risers insulated with ceramic wool, only one eighth. Casting yields

are increased by 33% and 35% respectively.

In order to predict the benefits to be gained through the us. of insulated

iisers, the concept of metal utilization -aoifflea 'tf the riser, which is defined

as the ratio of its shrinkage cavity volume to the original riser volume, has

been introduced. The shrinkage cavity volume of a conventional riser can be

calculated approximately by using the equation of a parabola, while that of

an ideal insulated riser may he taken as a hollow cylinder. Under these

conditions, the metal utilization coefficients and the casting yields can be

found, and it is then possible to predict the maximum benefits of the insulated

., risers. The effectiveness of the insulated risers depends to a great extent on

the coefficient 8l-- the fraction of feed metal needed. For example, the insu.-

lated riser of a pure aluminum casting may be one eleventh the volume of the

conventional one due to its large solidification shrinkage, while in the case

of steel the volume can only be reduced to 1/7.5. Through the use of insulated

risers the savings in metal melting and riser removal costs can be predicted

by using respectively the expressions
V, V,.

1+-v;__
I V

and I
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THE STUDY ON TECHNOLOGICAL FUNDAMENTALS OF PULSED SPRAY

TRANSFER ARC WELDING (IV) -- OBSERVATIONS ON ARC PHENO-

MENA IN THE CASE OF STABLE WELDING CONDITION (REPORT I)

Duan Liyu, Cheng Gongshou, Feng Jijiang, Wang Xuxi and
Lu Xuezhen

ABSTRACT

This paper is one of the experimental research reports

on the Qbservations made on arc phenomena in the case of

stable arc conditions of pulsed spray transfer arc welding.

Based on a large quantity of high speed photographic pic-

tures and synchronous oscillograms of the arc parameters,

this paper qualitatively described the arc phenomena,

such as arc forming, droplet transfer and sputter at re-

presentative test condition points, It attempted to anal-

yze the droplet "transfer-back" problem in a pulsed arc.

On the basis of experimental results obtained from nearly

50 test condition points, the authors made a preliminary.

evaluation of the principle that "the frequency of drop-

let transfer must be synchronous with that of the current

pulse" stated in the foreign literature. It clearly pointed

out that the combined condition to obtain both synchronous

transfer and that for a synchronous transfer possess a cor-

responding application range of its own. Therefore, both

of them can be a choice method', The authors believe that

the concept of the so-called "pulse current controlled

transfer (or controllable transfer)" should be extended.

That is that droplet transfer and pulse current (-not the

frequency of the pulse current) are synchronous and a per-

iodic reappearance property exists.
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I. INTRODUCTION

Currently, the experimental research on spray transfer arc

welding has been extended into the area of production of some

important welded structures. Therefore, more stringent require-

ments are specified with regard to the performance and quality con-

trol using the pulse current during the welding process.

In foreign countries, it is in the literature [1] that the

arcing process obtained by synchronizing droplet transfer with the

frequency of pulse current (i.e., one pulse per droplet transfer

or synchronous transfer for short) is the optimal pulse current

control level. It seems that this is a principle which must be

obeyed in the pulse current control technique applied to the melting

electrode gas protection welding technology. Some papers in the

literature even established the optimal combination condition and

the relevant stable arc condition range based on such a principle.

On the basis of our actual experience on the experimental re-

search and wide application in the pulsed spray transfer arc weld-

ing technology during the past several years, we feel that the syn-

chronous control of pulse current with droplet transfer may not be

the optimal method for every welding technology. Therefore, it is

not a principle to be strictly followed. In some actual applica-

tions, the condition combination under which droplet transfer does

not synchronize with the pulse frequency can obtain more satisfac-

tory results.

The objective of this special topic experimental research work

was to observe the relevant arc phenomena, such as arc forming,

droplet transfer and sputter, etc. at those representative condi-

tion points in the specified stable arc condition zones -documented

in reference [2]. We wished that on the basis of this study we

would be able to bring about the practical correction to the prin-

ciple that synchronous transfer must be obtained in an arc process,
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II. EXPERIMENTAL APPARATUS AND METHOD

The experimental apparatus adopted was a wave chopping type

melting electrode pulsed argon arc welder developed by the North-

west Industrial University [3]. The experimental technological

conditions were the same as stated in reference [2], i.e.,

Base material: 30 CrMnSiA steel, 6 = 5 mm;

Protective gas: Ar + 5.2% C02 ;

Distance between nozzle and the working surface: 14 mm;

Filament: HlOMn2SiCrMoVA, c 1.6 mm;

Pulsing frequency: 50 cycle/sec;

Weld: flat plate pile weld.

Before the experiment, testing condition points were chosen

in the stable arc condition region. The distribution of these points

is shown in Figure 1. A total number of 50 condition points is used.

32-
55/31 1 = 7mot 32-

L.
I= 7

28- 62.5/33 " o$
5 50131 I "

6 A 52.5SI3 2 28 12.5 '( 7-
45/3 2 2.5131 (b)

453 26- S IttK 13II/T.
22.

- 22_.. ... ~2 A:l, O 20t 300 ) ,0 ... . . . ... 2,0 30Q

SAWRIKE Vol -31 t

Figure 1. Example of distribution of testing condition points

1--welding voltage (volts); 2--welding voltage Cvoltsl; 3--welding
current Camperesj; 4--welding current Camperesj; 6--Cal first type
of condition parameter combination, pulse width-ratio Kb=1 3/7 , no
load base value vsltage VoJ=31 volts; 7-- Cb1 second type of con-
dition parameter combination, pulse width ratio Kb=1 3/7 , no load
pulse voltage Vom=52.5 vol-ts

In the selection of condition points, the following combina-

tion was included:
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1. Under the condition of fixed no load base value voltage

(31 volts) and pulse width ratio CKb=13/7), various condition

points were obtained through the adjustments of no load pulse vol-

tage and filament feeding speed Csee Figure ([a]). It also included

several points with constant arc length Cu mm);

2. under the condition of fixed no load pulse voltage C52.5

volts) and pulse width ratio (Kb=13/7), various condition points

were obtained through the adjustments of no load base value voltage

and filament feeding speed (see Figure (.[b). It also included

several points with constant arc length C7 mm).

For each selected condition point*, welding was performed. High

speed photography, synchronous oscilloscope as well as arc observa-

tion and photographic optical systems were used to record the kin-

etic status, the visual arcing process and the arc parameter oscill-

ogram.

III. PULSED SPRAY TRANSFER AND ARC FORMING

The so-called arc forming refers to the shape of the arc and

its geometrical dimensional parameters.

It has already been known that for a fixed filament composition.

and diameter arc forming depends on the cooling effect on the arc

due to the welding current and the protective gas.

Based on the minimum voltage principle postulated by Steenbeks

[4,51, under fixed boundary conditions (composition and pressure of

the protective gas)and at a fixed welding current, the electrical

potential gradient X of the arc should have a minimum with respect

to the radius r of a stable cylindrical arc or to the arc tempera-

ture T. That is

For different pulse width ratio, pulsing frequency and CO2 ratio,
the results will be reported as a continuation of this special
topic paper.
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The electrical potential gradient of the arc column of a

free arc is a function of the electrical conducting properties of

the ions in the arc. Therefore, it is also a function of the arc

column temperature. The arc column temperature is determined by

the energy balance of the entire arc column. Under the free arc

condition, the loss of heat from the arc column is mainly due to

conduction (radiation and convection are negligible) and it is

proportional to the radius of the arc column. Therefore, with in-

creasing current, the temperature of the arc column rises and the

radius of the arc column increases correspondingly. As for the

actual value of possible increase in the arc column radius, it should

be determined by the minimum voltage principle.

During pulsed welding, the welding current varies in a pulse

form. Therefore, the three parameters r, T and X used to express

the property of the arc as well as the arc forming are all situated

in a dynamically changing process. The usually observed visual form-

ing of pulsed arc is nothing but a spectacular display of the cumu-

lative dynamic processes.

Based on the above consideration, for the more practical des-

cription of our experimental results, we are going to divide the

arc forming of a pulsed spray transfer into visual and dynamic

types. Based on the cumulative principle in film exposure, we

believe that under pulse current conditions the visual arc

forming obtained through visual observation or using an optical sys-

tem photographically Cexposure time greater than pulse period)

should correspond to the cumulative exposure appearance of the

arc. The dynamic arc forming, however, should correspond ,to the

variation process of the pulse current and it is quite different

from the visual forming of the arc.
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1. Visual forming of the arc

Through the observation and analysis of the arcing process

with respect to approximately 50 testing condition points, it

showed that the visual arc forming is different for various condi-

tion points. However, its shape follows a certain statistical rule,

Figure 2 is a sketch of an example of the visual arc forming based

on the movie film. From Figure 2, it is known that the visual

forming consists of three parts: the arc center, the arc and the

arc flame. The arc center iS located at the middle, The arc flame

is situated at the outer layer of the arc and the arc is in between

the arc center and the arc flame. Because of the existence of large

amounts of gas vapor in the arc center, the ionization level is the

highest, the electrical conductivity is the best, and the current

density is.the highest. Therefore, its luminosity is the strongest,

Experimental results indicated th.at its shape did not vary signifi-

cantly with the condition points and it is approximately in cylindri-

cal shape. The arc flame is in contact with the unmelted base mater-

ial. Due to its low ionization level, its luminosity is the lowest

and it is usually difficult to show, Through the use of high speed

black-and-white as well as color photography and single frame color

photography, our combined observation in both the dynamic and static

modes showed that there were quite a lot of microscopic cathode spots

which are usually in a fluctuating state on the surface of the base

metal neighboring the edge of the arc crater Csee note in Figure 21.

It has been demonstrated (see reference £311 that the study of cath-
ode spots and their migration state provided first-hand information

on the further understanding of the behavior of the cathode spots

and the stabilization of the welding technology.

2. Dynamic forming of the arc

Because the arc has a fixed heat capacity Ctherma. inertiAl, the

arc temperature is always lagging behind the variation in current,

Under the condition that the thermal inertia of the arc is not con-

sidered, the variation process of the dynamic forming of a pulsed

202

k6



arc in a cycle can be described by referring to photograph 1 as

follows:

At the instance when the pulse current is impressed, current

can only pass through a small area concentrating at the end of the

filament, which means that the anode spot area is very small and

the arc center appears to be cylindrical in shape. With increas-

ing current, the area of the anode spot also increases, the dia-
*6

meter of the cylindrical arc center thickens and the luminosity

increases. When the area of the anode spot expands to the entire

tip of the filament and occupies the side surface of the filament,

the filament melting process is accelerated. The liquid metal at

the end of the filament under the electromagnetic force, which is

proportional to the square of the instantaneous value of the pulse

current, flows to the conical tip of the filament at high speed to

form a droplet. At this time, the arc center covers the droplet and
looks like a bell Jar. With further increase in the pulse current,

the cross section of the bell Jar shaped arc center becomes thicker.

The neck diameter becomes thinner and the size of the droplet is

enlarging. As the first drop with its dimension comparable to the

diameter of the filament falls near the peak value of the pulse cur-

rent, the anode spot instantly moves up and occupies the position on

the side of the liquid cone of the filament. The filament continues

to melt and two smaller droplets are transferred, As the pulse cur-

rent decreases, the area of the anode spot also decreases, the cross

section of the arc center gradually shrinks into a cylindrical

shape, and the brightness of the arc gradually darkens. After the

pulse current is stopped, it transforms to the base value period.

The process repeats itself in this manner alteriately.

It should be noticed that, based on the additive principle of

film exposure, there is a big difference in the display of the shape

of the arc center between visual arc forming and dynamic arc forming.

The shape of the arc center shown in Figure 2 is not the actual

shape of a pulsed arc (refer to photograph 1). The real shape of

the arc center is in a periodically varying dynamic process,
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2
A- 3

1--melt pool
% 5 2--filament

3--arc center
4--arc

Antlo -6 5--arc flame
6--microscopic cathode spots

Figure 2. An example of the visual
forming of the pulsed spray trans-
fer arc.

Through the combined observation of the dynamic arc forming

process at various condition points, the rules related to the var-

iation of the shape of the arc center arc obtained:

(1) During one pulsing cycle, there are two types of dynamic

variation processes involved with the shape of the arc center,

First one is: cylindrical--bell jar shaped - cylindrical

Second one is: cylindrical--bell jar shaped--conical + cylindrical

(2) For all the testing condition points, if a drop with

dimensions comparable to the diameter of the filament is formed and

after the droplet has fallen, a thin long liquid cone cannot be

formed at the end of the filament, the shape of the arc center

appears to be like a bell jar in all cases. Bell jar shaped arc

centers usually correspond to the condition points of the one pulse

per droplet transfer or the one pulse multiple droplets transfer Csee

photographs 1 and 2).

C3) Whether the shape of the arc center is going to transform

from a bell jar-like shape to a conical one depends on the magni-

tude of the energy coefficient of the pulses. When the pulse energy

coefficient is large, after the first droplet has fallen, the liquid

metal at the end of the filament appears to be in thin long conical

shapes. The anode spot rapidly occupies the side surface of the

liquid cone and a conical arc center formation is an apparent result.

Usually, the conically shaped arc center corresponds to the pulsed
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spray transfer condition points Cas shown in photographs 7 and 91,

(4) Under the condition that the pulse energy is too low,

before the neck-shrinking process of the droplet at the end of the

filament occurs, the shape of the arc center is cylindrical, After

several pulses, the droplet grows larger, the neck-shrinking pro-

cess has occurred and the anode spot covers the droplet, The arc

center at this time looks like a bell Jar Cas shown in Figure 31.

Cylindrical arc center usually corresponds to the multiple puls.e

single droplet transfer condition points.

(5) Therefore, based on the difference in the energy coeffi-

cient of the pulse, the arc center variation process does not necess-

arily follow the cylindrical-bell Jar shaped - conical-cylindrical

format.

There is some difference in the shape of the arc center for

free arc burning in the atmosphere. It is related to the fluid

dynamics inside the arc. It is well known that in gas protective

welding there is a gas flow in the arc. This flow Calso known as the

branch flow of the equi-ionic flow) enters the arc near the

electrode and leaves the arc radially near the surface of the base

material (as shown in Figure 3). This high speed equi-ionic gas

flow has a cooling effect on the arc. It is also one of the rea-

sons that the arc in gas protective. welding has an ascending static

characteristic., Since the ionic gas flow diffuses radially from

the electrode towards the base material, the electrically conducting

cross section of the arc also correspondingly becomes larger grad-

ually from the electrode toward the base material, Usually, the

observed bell Jar or conically shaped electrically conducting arc

center is a result of the fluid dynamic flow inside the arc [6],

Experimental results indicated that the expanding droplet at

'the end of the filament would interfere with the downward motion
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of the equi-ionic gas flow which causes the irregular distortion and

thickening of the arc. As an example, when the droplet at the end

of the filament suddenly expands and the droplet just so happens to

be located symmetrically at the center of the arc column, the arc

center instanta.eously thickens uniformly (see photograph 8). When

the expanding droplet tilts to one side, the arc center also tilts

to the droplet side. When the expanding droplet bursts, the arc

center creates a sudden distortion and some irregular oscillation

also exists [71. Therefore, it can be concluded that the geometri-

cal shape of the liquid metal at the end of the filament also has

some effect on the forming of the arc center. When a droplet of the

same dimension as the diameter of the filament is formed, the arc

center becomes thicker in bell jar shape because the equi-ionic gas

flow is blocked and scattered. On the contrary, when the liquid

metal at the end of the filament is in conical shape, the equi-

ionic gas flow is first concentrated in the electrode area and then

diffused which makes the arc center appear in conical shape.

Figure 3. The fluid dynamic flow
inside an arc of high
strength.

1--gas flow iO

IV. CHARACTERISTICS OF DROPLET TRANSFER

The results obtained from the observation and analysis on the

droplet transfer at various testing condition points showed that

there existed several mutually related types:

(1) No matter whether droplet transfer synchronizes with

the frequency of the pulse, i.t can be divided into synchronous and

asynchronous transfers. The latter also includes two situations.

The first is that one pulse transfers several droplets. The second

.s that two pulses transfer only one droplet.
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(2) On the basis that whether the droplet transfer is on

the same axis as the filament, it can be divided into axial trans-.

fer and non-axial transfer.

(3) On the basis of the diameter of the droplet transfer, it

can be divided into pulsed spray transfer and pulsed jet transfer.

(4) On the basis of the length of the arc during stable spray

transfer, it can be divided into long arc pulsed spray transfer and

short arc pulsed spray transfer.

Based on statistics, out of nearly 50 condition points, there

are very few condition points at which synchronous transfer can be

obtained. One of the examples is shown in photograph 2. The con-

dition points which lead to the transfer of one droplet by two pulses

is also very limited. One example is shown in photograph 3. The

majority of the condition points correspond to the two or

more droplets per pulse situation tsee. photograph 1). The differ-

ence discussed above in the characteristic droplet transfer at

various condition points is, of course, basically determined by the

intrinsic factor which is the energy coefficient of the pulse cur-

rent. Therefore, it is imperative to precisely understand the char-

acteristics of the energy of pulse current and its practical beha-

vior in the control of the droplet transfer process.

We believe that the major characteristics of the energy of

pulse current are expressed in its thermal and mechanical effects.

Observations made from the angle of filament melting and transfer

alone showed that the thermal effect of the pulse current is to

provide additional heat to melt the filament on top of the pre-

melting basis rendered by the base value current, It is a prepara-

tion step in terms of quality and quantity for droplet transfer,

The mechanic effect of the pulse current, however, is to provide

the amount of energy [8] or momentum 18,9] equivalent to "escape

energy" to the droplet at the end of the filament through the
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electromagnetic force getierated by its own magnetic field. Then the

droplet falls and undergoes accelerated transfer through the arc

space. (In order to distinguish them from the energy or momentum

produced by ordinary mechanical force, we will call the energy

or momentum generated by the electromagnetic force as electromagne-

tic energy or electromagnetic momentum). Since the "escape energy"

is a constant under the condition of fixed filament and protective

gas, the amount of energy or momentum provided by the pulse current

should have a critical value. In addition, as we have pointed out

in previous sections of this paper that because all the parameters

such as r, T, X used to express the characteristics of the arc are,

going to change together with the fluid dynamic flow in the arc, the

pulse current will also significantly influence the arc forming.

Regarding the parameters expressing the electromagnetic momentum

of the pulse current: Since the mecha-icl effect of the pulse cur-

rent on the droplet at the tip of the :Ilament is instantaneous

(reaction time is extremely short), it is usually examined using the

momentum theory. For simplicity, let us assume that the only exter-

nal forces exerting on the solid liquid interface of the droplet are

surface tension and electromagnetic force. For a droplet to fall

from the end of the filament at a certain velocity, the following

equation can be obtained using the momentum theory:'

Mdropletydroplet= jt1 Faxis (t)dt- 
4 Fsurface (t)dr

j axis isrfc
f11 C2)

where Mdroplet--mass of the droplet;

Vdroplet--instantaneous velocity of the droplet as it is
falling from the end of the filament;

F axis--axial component of the electromagnetic force;

F --surface tension;
surface-t = t2, tl--pulse current duration.

From Equation C2) we know that if the electromagnetic momentum
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r'F (dt <|
axial (t)dt <JF surface (t)dt then Vdroplet < 0, i.e.,tge droplet . cannot fall. If fF axial

surface (t)dt and its value is appropriate,4t, surace ,

then vdroplet > 0 and only one droplet falls. If 1 F

axial (t)dt is too large, then it creates a multiple drop- -

let transfer by a single pulse [9].

Assuming that the pulse current is a square wave and consider-

ing that Faxiaa is proportional to the square of the instantaneous

value of the pulse current, it is not difficult to prove:

F (M)t = All. .j
axial peak(

where: A--proportionality constant,

Ipeak--Peak value of the pulse current,
t--pulse current duration.

Equation (3) indicates that the electromagnetic momentum due to

the interaction of the pulse current on the droplet at the tip of

the filament (i.e., the cumulative effect of electromagnetic force

with respect to reaction time) depends on the product of thesquare

of the peak value of the current pulse and the duration of the pulse

current. We believe that this is an important concept and founda-

tion in the study of droplet transfer control with pulse current,

Regarding the electromagnetic force and the forming of arc:

Actually, the axial component of the electromagnetic force is not only

proportional to the square of the isntantaneous value of the pulse

current but also related to the dimension of the anode spot of the

arc. Through a series of assumptions in reference r1]1 , It was pro-

posed that the equation for the axial component of the electromagnetic

force calculated under continuous current condition is
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_ _ r ein9 /I ___2_.

If we let R + - J-+I-_2 (_5)

then F =.RI - C6)

where: I--current (electromagnetic unit);

0, i--see note in Figure 4.

From equation (5) we know that with a fixed current value of

0 < 1800 - *, then R < 0 which means FaxiaI is a negative number.

It indicates that it is arcing upward to prevent droplet transfer.

On the contrary, of 0 > 1800 - p, then F axl acts downward to

promote droplet transfer.

In summary, it can be realized that the various droplet trans-

fer characteristics in the stable arc zone are created by the

various arc formings which are determined by the different energy

coefficient of the pulse. Arc forming not only has strong influence

on and control over the degree of intensity of the heat transfer

from the anode spot to the metallic filament and the melting pro-

cess of the filament, but also strongly affects and controls the

direction and mag itude of the electromagnetic momentum of the drop-

let at the tip of the filament, In addition, under the combined

reaction of both thermal and mechanical effects related to the form-

ing of the arc, it also controls the geometrical shape, size and

motion of the liquid metal at the tip of the filmament. Therefore,

viewing from the areas of filament metal melting and transfer, the

control of arc forming is very important,

1. Synchronous and asynchronous droplet transfers

As shown in Figure 2, during synchronous transfer the anode spot

is located at the upper surface of the droplet, the arc center Just

covers the droplet and the reduced neck is short and thick, The

droplet falls towards the end of the pulse current, After the drop-

let falls, the residual liquid metal at the tip of the filament

quickly withdraws and becomes dull due to surface tension. Under

such condition, the remaining energy pulse is not sufficient to once
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again separate a second droplet. This indicates that the electro-

magnetic momentum provided by the pulse current within its duration

is comparable to the necessary "escape energy" for a droplet to fall,

Figure 4. Definition of
central angles related
to the electromagnetic
force.

1--cathode spot

If the energy coefficient of the pulse becomes large Cas shown

in photograph 1), the peak pulse current value increases and the

first droplet will fall at near the peak pulse current value. After

the droplet has fallen , the remaining pulse energy will make the

tip of the filament to continue to melt and to form another droplet.

This smaller droplet will fall towards the rear part of the pulsed

current. With the further increase in the energy coefficient of

the pulse, the anode spot will rapidly occupy the side surface of

the end of the filament which accelerates the melting process of

the filament. The first droplet will fall in the front part of

the pulse current. Afterwards, due to the residual energy of the

pulse, the liquid metal cone at the end of the filament becomes thin

and long and twisting and irregular movement also occur. Several

small droplets are separated from the tip of the liquid cone. The

axial transfer characteristic is poor and it may cause sputtering

Csee photograph 7).

As shown in photograph 3, when the energy coefficient of the

pulse is too small, then the anode spot of the arc is located at the

lower surface of the droplet. The arc center is in a cylindrical

shape. Filament melting, neck shrinking and droplet formation,

processes. are progressing very slowly. The axial component of the
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electromagnetic force and its reaction time cannot provide enough

momentum to promote droplet transfer. Therefore, it appears that.

it takes two or more pulses to complete one droplet transfer.

2. Axial and non-axcalodroplet transfer

The axiality and synchronism of droplet transfer are closely
related. Usually, xial transfer and synchronous-transfer are

corresponding to each other. Non-axial transfer, however, corres-

ponds to the transfer of multiple droplets per pulse. In the latter

case, the droplets are the granular droplets falling from the tip

of the thin long liquid cone located at the end of the filament.

When the end of the filament is dull or the liquid cone is short and

thick, the probability of getting a non-axial transfer decreases

significantly. Therefore, the non-axial condition in droplet trans-

fer is primarily determined by the energy coefficient of the pulse

and its arc forming which is dependent upon the geometrical shape,

size and movement of the liquid metal at the end of the filament.

3. Pulsed spray and pulsed jet

As shown in photograph 9(a), pulsed jet transfer frequently

occurs at the condition point at which the no load puilse voltage

and the welding current are relatively high and the arc length is

relatively short. The unique property is that the anode spot ascends

to the side surface of the end of the filament and the liquid metal

at the end of the filament is in a thin long conical shape. Many

small microscopic droplets are separated from the tip of the cone

and they form a jet stream transferring to the-melt pool. At this

time, the length of the arc becomes shorter with the characteristic

of a "penetrating arc, The "arc crater effect" is apparent. The

deep melting capability is very strong. It should be noticed that

in order to obtain non-shorting pulsed Jet transfer, the key lies

on the correct control of the arc length. When the arc length is

slightly too short, the arc produces a gentle noise with an increase
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in small sputter. The droplet transfer may change to the "pulsed

Jet with shorting" transfer [3].

IV. THE PHENOMENON OF "TRANSFER-BACK" OF DROPLET IN THE ARC

From the film taken during the arcing process using higb speed

phtoography, we discovered a relatively new phenomenon which is the

droplet "transfer-back" phenomenon. The so-called droplet "transfer-

back" is to describe that a droplet falls from the end of the fila-

ment and enters a position in the arc and then changes its direc-

tion of motion and finally returns to the end of the filament.

Based on the observation from the film, there are two types

of droplet "transfer-back" phenomenon: The first is small droplet

"transfer-back" and the second is large droplet "transfer-back".

The general description of small droplet "transfer-back" (-See

photograph 5):

(1) Small droplet "transfer-back" always occurs when the drop-

let transfer and the pulse frequency are asynchronous and in the con-

dition parameter combination for multiple droplet transfer with one

pulse.

C2) The droplets participating in the "transfer-back" process

are all small droplets finally separated from the tip of the

metallic liquid cone at the end of the filament. The number of

droplet in "transfer-back" is usually one and sometimes two,

(3) The time at which the droplet begins to "transfer-back"

basically corresponds to the moment at which the pulse current stops

and the residual liquid metal at the end of the filament begins to

withdraw. When the residual liquid metal is in a conical shape

and shrinks back at high rate, the rate of droplet "transfer-back"

also increases significantly.
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(4) All the small droplets particpating in the "transfer-back"

are usually located in the arc column directly or indirectly under-

neath the end of the filament. Some droplets, although they cannot

"transfer-back", yet they can decelerate in the arc or even stay

momentarily.

(5) Those droplets which gradually slowed down or temporarily

stop in the arc will obtain tremendous acceleration to transfer

to the droplet when the following pulse current is impressed. When

the pulsing frequency increases Ce.g., III cycle/sec), it can be

frequently observed that the droplets which are in the "transfer back"

process suddenly change their "transfer-back" direction towards the

melt pool when the pulse current is again impressed. This indicates

that there really is downward arc force which is synchronous with

the pulse current in the arc.

Cl) Large droplet "transfer-back" also occurs when the drop-

let transfer and the pulse current frequency are asynchronous. But

it belongs to the condition parameter combination under which one

droplet is transferred by multiple pulses Cfree falling).

C2) The "transfer-back" large droplets are droplets fQrmed by

multiple current pulses. The transferred droplets uaually have a

diameter approximately 1.5 times that of the diameter of the fila-

ment.

(3) Based on the indication obtained from high speed photo-

graphs, the moment that the droplet begins to "transfer-back" is in

the duration of the pulse current.

Droplet "transfer-back" indicates that the vector quantity of

the momentum of the droplet has changed instantaneously., Based on

the basic equation in dynamics, i.e.,

d(mv)
dt - f
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it is known that the rate of change in momentum with respect to time

is the same in value as the external force exerted on the object and

it is also in the same direction as the force.

Therefore, the observed droplet "transfer-back" phenomenon pro-

vides another actual evidence on the further understanding of the

force field in the pulsed spray transfer welding arc.

Preliminary Judgement suggests that the small droplet "transfer-

back" may be related to the fluid dynamic effect in the arc at the

pulse interruption instance.

Reference [5] pointed out that the electromagnetic force at

any point in the arc column can be expressed by the following equa-

tion based on a simplified arc model as shown in Figure 5 and sev-

eral other relevant assumptions:

P F Z(' -cowO) log o(a/2)• (cyne/cm2 )

(6) ,~

Figure 5. The conical
shaped arc model

where: I--current Celectromagnetic unit )

e--l/2 of the vertex angle of the conical arc

*--the angle between point A and the symmetry axis

1--the distance between point A and the vertex Ccm),

From Equation (6) it is known that the electromagnetic force

at any point in the arc is proportional to the square of the cur-

rent, inversely proportional to 1 2, and also related to e and p,
The gradient of electromagnetic pressure along the axis of the arc

can be obtained by getting the derivative of Equation (6) with

respect to 1 and assuming i = 0:
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where the negative sign indicates that when dt > 0, dp < 0 which

is to say that the electromagnetic force is gradually decreasing

from the end of the filament to the base material.

During the pulse current period, because of the high current,

the electromagnetic pressure gradient along the arc axis is very

large. Therefore, the fluid static pressure at point'b is far higher

than that at point 0'. Thus, an equi-conic flow going from point 0

to point C' is formed in the arc. This gas flow promotes the falling

of the droplet from the end of the filament and also the accelerated

transfer in the arc to the melt pool. As described earlier, the fine

droplet which temporarily stayed at one position in the arc would

undergo accelerated transfer towards the melt pool when the pulse

current is again impressed. This indicates that there actually is a

transfer acceleration force produced by the ionic gas flow which is

synchronous with the pulse current.

But at the instant that the current is stopped, the above press-

ure gradient instantaneously decreases drastically. The source of

the equi-ionic gas flow is interrupted instantly. The gas flow near

point 0' immediately decelerates. In addition, due. to the work done

by the original pressure field, it has a higher energy than 0 at point

0. Thus, it creates the situation that the static pressure of point

0" is instantly higher than that of point A. In order to stabilize

the pressure along the arc column direction, a "back-pressure" is

produced to the droplet with small mass which is in the process of

transfer towards the melt pool. It makes the d-roplet decelerate,

stop or even "transfer-back" to the tip of the filament.

VI. SPUTTERING PHENOMENON

Experimental results indicated that the sputtering problem is

closely related to the mode of droplet transfer. Especially, it is
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determined to a large extent by the geometrical shape, size and

movement of the liquid metal at the end of the filament during the

current pulse. The sputter frequently observed at stable arc con-

dition points has the following types:

1. Sputter caused by non-axial droplet transfer Csee photo-

graph 7).

This type of sputter mainly happens when the energy coefficients

of the pulse Csuch as no load pulse voltage and pulsed current dura-

tion) are large. After the current pulse is applied, the anode

spot of the arc covers the entire tip of the filament. The filament

melting and droplet forming processes progress very violently, After

1-2 relatively large droplets are transferred during the beginning

of the pulse, the liquid metal at the end of the filament is in a

thin long conical shape. The liquid cone is distorted, twisted and

moved irregularly under the force of the arc. This causes the fine

droplets separated from the tip of the liquid cone to have poor

axial orientation. Thus, they may escape from the arc zone to cause

the sputtering problem.

Since for different condition points the pulse energy, arc form-

ing and type of droplet transfer are all different and the shape, size

and motion of the liquid metal at the end of the filament are also

different. Therefore, the probability, shape and size of the sput-

ter created by non-axial droplet transfer are not the same. Photo-

graph 7 merely shows some of the types of such a phenomenon.

If during the pulse current period the liquid metal at the end

of the filament is dull or the liquid cone is short and thick, then

due to the better axial orientation the probability of non-axial

droplet transfer and the extent of sputtering can be significantly

reduced.

2. Sputter caused by droplet bursting (see photograph 8).
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The droplet, located at tbe end of the filament or during

transfer through the space in the arc, would suddenly expand rapid-

ly like a balloon before bursting. Sometimes the diameter of the

sphere can be over four times the diameter of the filament. It can

be predicated that gas is formed in the droplet. When the gas at

high temperqatures is causing droplet explosion due to volumetric

expansion, a large amount of irregular small droplets will be

formed. These fine droplets will escape the arc zone to create

a fine particle sputter.

The expanded droplet interferes with the movement of the equi-

ionic gas flow towards the melt pool in the arc which causes arc

distortion. The situation that the cross-section of the arc column

is thickened instantaneously can be observed.

This type of sputter often occurs under the welding condition

of a long arc or a high CO2 ratio. With increasing arc length, it

not only increases the duration of stay of the droplet at the end-

of the filament and the distance in the temperature zone for the

droplet to pass through, but also decreases the speed of droplet

transfer. All these factors would increase the contact time between

the melted metal and the gas. The oxidation of the metallic element

at the metal-gas interface is vigorous and the gas content in the

droplet will increase. When the CO2 ratio is increased to 20%,

almost with every pulse current-the droplet expansion or expansion
bursting phenomenon occurs. From this one can postulate that the

gas generated on the droplet may be CO. In addition, the surface

oxide layer or rust of the filament and the dissolved gas in the

filament metal may also cause this type of sputter.

3. Sputter caused by the instantaneous arc gap short circuit-

ing from the thin long liquid cone at the end of the filament (See

photograph 9). As described in reference £21, in order to obtain a

stronger arc deep melting capability, under the correct controlled

condition of short circuit depth the "arc crater effect" is apparent.
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It partially penetrates into the melt pool, The arc emits a "pee-pa"

noise. The droplet transfer is in the pulsed Jet with short circuit-

ing form. High speed photographic film and synchronous parametric

waveforms on the oscilloscope verified that arc gap short circuit

is due to the instantaneous short circuiting of the arc gap by the

thin long liquid cone at the end of the filament. It also causes

sputtering but the sputtered droplets are extremely fine.

4. Sputter caused by the arc gap short circuiting due to

droplet at the end of the filament Csee photograph 10).

When the energy of the pulse is too low and the arc length is

relatively short, the energy of orle pulse is not sufficient to make

a droplet fall. Under such conditions after several current pulses,

the droplet accumulation at the end of the filament increases,

Because the position of the spot fluctuates, the repulsive force will

make the droplet swing violently. It may be possible to short

circuit the arc gap to cause a large droplet sputter. The welding

process is extremely unstable.

5. Sputter caused by the poor arc starting capability and the

lack of current interruption capability of the pulse source Csee

photograph C2) in Reference [2]).

It was proved in practice that, under the condition that the

pulse power source can be reliably shut off at the instance of arc

starting, the 0 1.6 mm filament arc has good starting capability as

long as it is matched with the corrent electrical feedback value and

aided by the decelerated starting technological compensation pro-

cedure. However, because there are so many factors affecting the

starting characteristics of the arc, when the peak short circuit
current is too high the pulse current source thus shows a phenomenon

that the current cannot be shut off completely. Its characteristic

is that after the start-up of the arc, it transforms into an arc

ignition arc breaking--short circuiting--arc reignition cycle which
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is a periodic dynamically varying process [2]. The filament is

melted and ejected in large sections. The sputtering is violent.

The arc starting process is very difficult to stabilize. Therefore-,

we believe that the shutting off capability of the wave chopping

type of pulse power supply is an important indicator in the judg-

ment of the arc starting capability.

In the above types of sputter, the most frequently seen one

is due to the non-axial droplet transfer under normal conditions,

This type of sputter depends on the energy parameters of the pulse,

i.e., the arc forming determined by the parameters. This is because

that arc forming determines the geometrical shape, size and motion

at the end of the filament. Therefore, with fixed alloy system of

the added metal and constant protective gas composition, the cor-

rect control of the energy parameter of the pulse and the arc form-

ing is necessary to minimize sputtering.

In addition, since at some condition points sputter caused by

droplet bursting is still frequently seen, therefore, in order to

control this type of sputter from occurring, not oftly the filament

should have sufficient de-oxygenation capability but also the rele-

vant metallurgical reaction kinetic parameters corresponding to the

droplet transfer (i.e., F.T where F--surface area of the droplet;

V--volume of the droplet; T--the sum of time the droplet stayed at

the end of the filament and time it took to pass through the space

in the arc) should be controlled. Therefore, looking from this

angle, as we have pointed out before, that when a long arc is used

in welding it is more probable to have sputter caused by droplet

explosion.

VII. REGARDING THE CONTROL OF PULSE CURRENT AND THE OPTICAL

CONTROL LEVEL

In the early stage of application of pulse current to the melt-

ing electrode gas protective welding, the welding technicians both

foreign and domestic primarily used the following two points to
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identify the control behavior of the pulse current; they are:

(1) Synchronous control with respect to droplet transfer.

Based on this point, some people called the pulsed spray transfer

arc welding as "controllable transfer" welding or "pulsed controlled

transfer welding". Relevant information [11] especially stressed*

the importance in the obtaining of a synchronous transfer control

and also established an optimal selection of pulse energy para-

meters. It appears that the use of pulse current to control the

synchronous droplet transfer is an important principle to be obeyed

in practical applications.

C2) By lowering the thermal input of the arc, the melting and

overheating of the base metal are reduced to a relatively low level,

Along with the profound research in pulsed spray transfer arc, people

more and more clearly relized that the control behavior of the pulse

current is not only shown in the area of droplet transfer control.

More importantly, it also appears in the technology of character-

istics the arc and in the quality control of the welded Joint. For

example, the control of the primarily and secondary structures of

the welded Joint in order to satisfy the metallurgical requirement;

the control of the melting depth and shape of the welded seam; the

control of melting and freezing in the welding process to accommodate

entire position welding, etc.

Of course, the relevance between the optimal control of droplet

transfer and the optimal control of the arc technological charac-

teristics and quality of the welded Joint by using pulse current

should be noticed. However, the two things are not completely iden-

tical. Up to date information in this area obtained from systematic

and profound experimental studies is still lacking, The understand-

ing is also not unified.

Using the condition parameter combinations selected by our

laboratory, we investigated the droplet transfer at near 50 testing
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condition points in the stable arc region. There were very few

condition points at which rigorous synchronous transfer was ob

tained. The majority belonged to the asynchronous transfer condi-

tion points. However, the condition parameter combinations deter-

mined by these condition points could all obtain the stable arc

process of the spectacular arc characteristics of the non-short-

circuit, non-broken-arc spray transfer arc, Based on the principle,

as long as it is correctly matched with different welding speed,

the linear energy of the arc can be controlled to satisfy the

requirements of various welding technologies. Of course, with the

increasing number of condition points, especially through the cor-

rect matching of between the waveform of the pulse current And pulse

frequency, the probability of getting a synchronous control is cor-

respondingly higher.

On the basis of preliminary experimental results, we have the

following comments on the principles involved in the synchronous

droplet transfer with pulse current frequency:

Cl) The condition parameter combination to obtain the optimal

control of droplet transfer Ci.e,, synchronous trAnsferl may not be

the same as the one needed for the optimal control of arc tecbnolo-

gical characteristics and welded point quality in actual applica

tion. For example: In the welding of medium thick plate of struc-

tural alloy steel with small diameter ring seam which requires 100%

melting through at the root welding path and good controllability of

the melt pool under the selected condition parameter combination

which has a good technological characteristic,the droplet transfer

is asynchronous. There are many actual cases in this area,

C2) In the pulsed spray transfer arc welding, the investigation

on the control behavior of the pulse current can only be-done-in an

over-all manner. As for its control level, as the bottom line, it

can only be judged by the optimization of the quality, of the joint,

Therefore, from this angle, the requirement of synchronous droplet
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control is not unique. In some applications, the combinations of

condition parameters for asynchronous transfer can also be chosen,.

(3) Based on the above viewpoint, we believe that the concept

of the so-called "controllable transfer" and "pulsed controlled

transfer" should be broadened to the realization that as long as

the droplet transfer and pulse current CNote: not frequency of

pulse current) are synchronous and appear periodically, then the

droplet transfer is controllable.

(4) For some specified welding, technologles, the condition

parameter combinations for synchronous and asynchronous transfer

and their effects on the difference in electrical process, thermal

process, metallurgical process and mechanical properties are yet to

be experimentally studied in order to obtain a more complete and pro-

found comparison and identification,

VIII. CONCLUSION

1. There are one to one correspond:ng relAtIons In pulse energy--

arc forming--droplet transfer--sputter, The most important one is

pulse energy and the arc forming determined by it.

2. The energy possessed by the pulse currbnt. In the process

of filament metal melting and transfer, the energy of the pulse

current is shown through the thermal effect and mechanical effect

of the pulse current. Under a fixed pulse waveform and pulse fre-

quency, the characteristic parameters of the pulse energy are the

peak pulse current and its duration.

3. The visual and dynamic formings of the pulsed arc both

consist of three parts; arc center, arc and arc flame. Its dyna-

mic forming varies periodically. The shape of the arc center is

determined by the energy parameter of the pulse and the fluid

dynamic flow in the arc. The arc forming strongly influences the
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melting of the filament faetal and the transfer process,

4. The droplet transfer characteristics are different it

various condition points in the stable arc condition region. They

are divided into synchronous and asynchronous, axial and non-

axial, pulsed spray and pulsed Jet, and long arc spray and short

arc spray types. The majority of them belong to the asynchronous

transfer type.

5. The primary formation format of sputter is from the non-

axial transfer of droplets. This type of sputter is determined

by the geometric shape, size and motion of the liquid metal at the

end of the filament.

6. The droplet "transfer-back" phenomenon discovered in tbe

experiment provided another actual proof in the further understand-

ing and study of the force field in the arc, Based on preliminary

judgment, the small droplet "transfer-back" phenomenon may be

related to the fluid dynamic effect in the arc,

7. Based on the experimental results from nearly 50 test-

ing condition points, the majority of those points showed asynchro-
nous droplet transfer with the pulse frequency as well as on the

actual experience in production application, evaluation and. correct-
ion were made on the principle that "droplet transfer must synchro-

nize with the frequency of the pulse current".
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Photograph 1. The var'iation process of' dyna~n4ic arec formi~ng of a
pulsed arc in a cycle,

1--no load pulse voltage: 52.5 volts; 2--pulse width ratio: 13/7;
~4- -welding voltage: 28 volts; 4--welding current: 210. ampere; 5--..
no load base voltage: 31 volts; 6--pulsing frequency: 60 cycle/sec;
7--filament feeding speed: 20~4 rn/hour; 8--photograph shooting
speed: 1800 frames/sec.
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Photograph 2. Droplet tr'ansfer synchronizes with pulsed
current frequency,

1--no load pulse voltage; 45 volts; 2--pulse width ratio: 13/7;
3--welding voltage: 2315 vQJlts; 4--welding current: 180 ampere;
5--no load base voltage; 31 volts; 6--pulse frequency; 50 cycle/sec;
7--filament feeding speed; 151 rn/hour; 8--photograph shooting speed:
2300 frames/sec.
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Photograph 3. Asynchronous droplet trapnsfer with pulsed current
freqaency--one droplet tra4nsfer every two pulses.

1--no load pulse voltage: 4Q volts; 2--pulse width ratio: 13/7; 3-
welding voltage: 24.8 volts; 4-7welding current: 140 ampere; 5-.-
no load base voltage: 31 volts; 6--pulse frequency: 50 cycle./sec;
7--filament feeding speed; 100 rn/hour; 8--photograph shooting
speed: 2700 frames/sec
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Photograph 4. Short arc pulsed spr'ay transfer

1--no load pulse voltage: 55 Volts; 2--pulse w~,dth ratio; 13/7i 3--
welding voltage: 27 volts; 1 --weldi~ng current: 275 ampere; 5--no
load base voltage; 31 volts; 6--pulse frequency: 50 cycles/sec;-
7--filament feeding speed: 288 rn/hour; 8--photogxaph shooting speed;
2300 frame/sec.
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Photograph 7. Two examples of sputter due to non-a.xial transfer
of droplet

2-- Ca) no load pulse voltage: 55 volts; no load base voltage: 31
volts; pulse width ratio; 13/7.; pulse frequency; 50 cycle8/'ec;
welding voltage: 28.7 volts; filament feeding speed: 216 m'hour;
welding current: 223 ampere
3-- Eb) conditions same as those in Photograph 4

232



(a) (b)

Photograph 8. Two examnples of sputter due to droplet tursting
2--Ca) dropl~et bursting at the tip of the rij,a ment;
3--Cb) multiple expansion or bursting of the tip of~ the liqui~d cone
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Photograph 9. Sputter created by (a) short circuit at the
arc gap by the liquid cone or (b) the liquid
cone is thrown.

2--no load pulse voltage: 57.5 volts; no load base voltage: 31 volts;
pulse width ratio: 13/7; pulse frequency: 50 cycle/sec; welding
voltage: 28 volts; filament feeding speed: 2914 in/hour; welding

."urrent: 280 ampere

3--conditions s ame as those in Photograph 14.
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Photograph 10, Sputter created by the Arc gap due to droplet short
circuiting at the end of the filament

2--Ca1 droplet bursting; 3--Cb) droplet splashing
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The Study on Technological Fundamentals

of Pulsed Spray Transfer Arc Welding ( )

-Observations on Arc Phenomena in the

Case of Stable Welding Candition (Report 1)

Duan Liyu, Cheng Gongshan, Feng Jijiang,

Wang Xuxi and Lu Xuezhen

By employing high speed photographic technique. pictures of arc phenomena

are taken and synchronous oscillograms of arc voltage and current are recorded.

Some arc phenomena at typical test condition points, such as arc forming,

droplet transfer, and spatter are qualitatively described. Some phenomena

concerning transfer-back of droplet in pulsed spray transfer arc are also

revealed.

On the basis of the experimental results taken from nearly fifty welding

condition points, the authors make a preliminary evaluation of the principle

stated in foreign literature that the frequency of droplet transfer must syn.

chronize with the frequency of pulse current (generally known as synchronous

transfer). They wish to point out that not only the welding condition comb-

ination of synchronous transfer (one droplet per pulse current) but also the

welding condition combination of asynchronous transfer (two or more droplets

per pulse.current) possess each an application range of its own. Therefore the

authors are of the opinion that the concept of controlled transfer by pulse-

current (so.called controlled spray transfer)should be extended, that is, droplet

transfer has to synchronize only with the pulse.current, but the number of

transfer droplets per pulse-current may be one, two or more, provided that

there exists the repeatability of such transfer.
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A FAST FOURIER TRANSFORM HARDWARE PROCESSOR

Kang JI-CHANG AND Xu Naiping

ABSTRACT

The fifth branch of the National Ocean Bureau
and the Tianjin Electronic Instrument Factory
developed a real-time FFT processor to analyze
acoustic frequency signals. The analysis time
for the 1024 frequency spectrum'points is approx-
imately 40 ms. We proposed a new approach in
the development of this processor to simplify
the original design which reduced the size of
CPU and memory by about one-half. This new
method was adopted and developed successfully
in early 1979. This article introduces the
design concepts and main circuits in the new
approach.

I. INTRODUCTION TO FFT

Fast Fourier transform is widely used in radar signal pro-

cessing, sonar signal processing, language analysis, earthquake

signal processing, vibrational signal processing and picture

identification.

For the benefit of the reader to understand the working prin-

ciples of the FFT processor, let us briefly introduce the FFT

method.

The discrete Fourier transform equation is

X(k)= Ex(i)W! i0,i,........ N-, k=0,1 ...... N-I

where xti) is the sampling sequence of the time varying quantity

x(.t); XCk) is the corresponding frequency spectrum sequence of

the Fourier, transform.

,,I .. ik ik
Se - "  ON-- 2m - i si-N~ (2)
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Therefore, it is obvious that the main work load in calcula-

tion is the multiplication of complex numbers. In order to cal-

culate each spectral value XCk), it is necessary to perform N

complex multiplications. To calculate the entire N spectral

values then, one must carry out N2 complex number multiplications.

The use of the FFT method can simplify the calculation pro-

cess in order to improve the calculation speed. The verification

of the FFT method is available in the literature in many sources;

it will not be repeated here. Let us explain this method by choos-

ing the condition that N =4.

Using the conventional method from the expansion of Equation

Cl), we obtain

X(O) = WV4x(O) + W*x(l ) + Wfx(2) + WIx(3)

X() = Wx(O) +W'6x(1) + W2x(2) +W x(3) (3

X(2) =Wx(O) +VWx(1) +IW4x(2) +JlV4x(3)

X(3) =Wx(O) +W3x(1) +IWVx(2) +JWVx(3)

Using the periodical property of w ik the above equation can

be simplified.

w =1 w4 =w 4 =wV=1

W4=e - *=- =W' W*=W$,=Wl=-j=W'
w,=e-," = - w 0= w=w,= -W

WS=e - J = i = -W' W3'=WY=W= =-W

Substituting into Equation (3), we get

X(O) =x(O) +x(1) +x(2) +x(3)

X(l)=x(O)+I1'x(l)-x(2)-W'x(3) (A)

X(2) =x(O) -x(1) +x(2)-x(3)

X(3) =x(O) -W'x(1) -x(2) +W'x(3)

The above equation can be expressed in a second order pro-

gressive deduction form. The first time a two term algebraic
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is obtained. The second time a four term algebraic sum results.

X,(0) =x(0) + Wx(2), X, (1) = x (1) + Wx (3),

X,(2) = x(O) - W'x(2), X,(3) = x(1) - W'x(3),

X , (O) = X,(0) + WX, (1) = x(0) + x(1) + x(2) + x(3) = X(0)
X,(1) = X,(0) -WOX 1 (1) = x(O) -x(1) + x(2) -x(3) = X(2)

X(2)=X,(2)+W'X,(3)=x(O)+W'x(1)-x(2)- W'x(3)=X(1)

X,(3) = X,(2) -W'X 1 (3) = x(0) -W'x(1) -x(2) +W'x(3) = X(3)

This is the FFT method. The results are the same as the ones

shown in Equation C4), with only the sequence of XCl) and XC21

reversed. Therefore, it is apparent that the FFT method uses the

periodicity of the trigonometric functions and transforms the

calculation process into a progressive deductive form to sim-

plify the process.

The above discussed calculation process can be represented by

Figure 1. It is also called the flow chart. From this figure, it

is easy to see that all the data are calculated in pairs. A very

similar method is used for all the pairs which can be expressed

as shown in Figure 2. This is called the butterfly operation. A

and B are the operating numbers, and A, and B are the operating

results. ( ' X7 X

A = A +W4B :

- A=A-W*B (06

It can be seen that only one 10 -'"--- 01

multiplication of complex numbers %

is required for each butterfly I I

operation. Therefore, 16 complex Figure 1

number multiplications can be sim-

plified to four multiplications. .,aA

Figure 3 is the flow chart when B ----_

N = 8. After three iterations, the Figure 2
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results can be obtained. They are all the algebraic sum of eight

terms. The calculated results are not listed sequentially. How-

ever, a certain order is still obeyed. When a binary system is

used to label the sequence, the sequence for the results happens

to be in reverse order compared to the original sequence.. It is

also called inverse positioning.

The above method can be extended to N points. When N =2 P

and p is the iteration number, every iteration requires H N
22

log 2 ~ complex number multiplications are needed for p iterations.

Assuming N = 210 1024 points, the conventional method must
2". 6

carry out N Iv 10 times of complex number multiplications, while
1024 3

the FFT method only requires 2 x 10 5 x 10 times. It is

approximately 200 times faster than the conventional method.

X1  X2 X3 X

000 0 0 z 0 000'

001 o0 0o

010' 2 010

~%

101 2 ~ 102

1101 1

Figure 3

II. THE BUTTERFLYOPERATION

From the above, it is apparent that the major objective in

the FFT processor is to accelerate the speed of the butterfly

operation. For the butterfly operation, the major problem is com-

plex number multiplication.
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Under normal conditions, the data participating in the

butterfly operation are complex numbers, i.e.,

A: a +ja', B= b +J b, W4 = s-2x- irin n 2;

V'l= (b aa 2+b' in -2x) +j(-bsin 2x +cos n92) =c+ jc'
Nm

c-(boos2+bos "2x) C8)

C' = (-btin - 2 + b' cos -12x) (-9)

A = (a + c) + j(a' + c')

B = (o - c) +j(a'-c') C101

Equations (.7), C8), (9) and (10) are the major calculations

carried out in the processor.

III. THE DUPLEX MULTIPLIER

One requires four multiplications and six additions and/or

subtraction in a butterfly operation. The conventional multiplier

is too slow in performing four multiplications, which will not

satisfy the requirements of real-time analysis. Two multipliers

can be used: One for the real part, and the other for the imag-

inary part. However, the cost for equipment will be too high to
be practical. Therefore, a special duplex multiplier particularly

designed for butterfly operations is developed which is capable

of obtaining the algebraic sum of two products c and c',

Figure 4 is the circuit of the duplex.accumulator in the

duplex multiplier. It mainly consists of two arrays of accumula-

tors. L is the partial product Cfinal product at the end). M and

M' are the two multiplicants which are controlled by the.multipliern n
cos 2 27r, and sin n 2ff. Figure 5 shows the block diagram of the

duplex multiplier. We adopted a two digit'compensation multipli-

cation with 10 digits for the trigonometric function. Thus, a

duplex multiplication can be completed in five bits. J and J
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*are the storage devices for the trigQnometric functions CU,e.,

multipliers). During the multiplication, every bit shifts by

two digits to the right and mutually exchanges position In order

to prepare for the next duplex multiplication. After the first

multiplication, L is obtained and the duplex multiplication can

continue to determine L'. The partial product is controlled by

a MX main multiple switch to'shift to the right by 2 or 1 digit,

Jo is the internal rewriting memory. In order to prevent over-
ox
flowing, it can control the multiplier by taking it out and

shifting one digit and sending.into M or M', The duplex multi-

plier can also be used for addition and subtraction to save equip-

ment.

t aI6

+M-M+tHz 4..W-W+zW1-zMe +L -L

M N LM * . t * A LM .r- 7 jfi

Figure 4
14 II

l--rigbt I right 2; 2--right

IV. RAM FOR DATA

The data memory Ci.e., internal memory) generally uses con-

ventional magnetic core memory devices with the data stored

sequentially. From the above method, it is possible to take a

pair of numbers from the memory to carry out the butterfly operAtiQn
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and still store them back to the original pair unit. The prin-

ciple of magnetic core memory requires two bits to store or to

have access to a number. During access, it reads first and then

writes. In storage, a reading current to clear the magnetic

core must be applied and then the number is written into the

memory. Based on the characteristics of the FFT method, we

adopted the working format which does not require rewriting during

access and reading before storage. Because data must only be

read once in the butterfly operation, there is no need to rewrite.

The magnetic core remains zero; it is then no longer required to

clear the memory before entering. Originally, due to the lack of

speed in core memory, two memory units were required, one for the

real part and the other for the imaginary part. Now that the

access time in the memory core is practically doubled, one memory

unit is sufficient. The main frequency of this equipment is 1 .s

per bit. Storage and access requires one bit each. The duplex

multiplier has 1 ps per bit. Sufficient time is available.

Therefore, the main frequency and the processing speed of the

entire device still have a potential to be further improved.

V. ROM FOR TRIGONOMETRIC FUNCTIONS

Usually the input time functions are real numbers and only

the calculated results are complex numbers. In order to save time,

N.point of real numbers can be transformed into 11 point of com-

plex numbers in operation. 1024 real number points can be trans-

formed into 512 complex number points. Every iteration involves

250 butterfly operations. The maxinumber number of the corres-

ponding 0-180* trigonometric function values is 256, The trigo-

nometric function values in the second quadrant can be derived

from those in the first quadrant. Therefore, only 128 correspond-

ing.sine function values between 0-90 are needed. We adopted a

transform coil type of ROM. The capacity is 128 location with 10

bits word length. Once the address of the ROM is ascertained, the

needed trigonometric function value can be taken out.
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The address can be eight digits,

The first digit x0 represents the quadrant. When xo = 0,

it represents the first quadrant. x* is the address of the sine

function which is the ROM address.

Cosine and sine functions are related by the complimentary

relation, therefore, the cosine ROM address is

"= 128-x°=t +!

In order words, if we use the complement of x* as the address,

then it reads cos 12-g 900.

When x0 = 1, it indicates that the angle is > 900. The

sine function address then becomes

I,,=256-(xe+x*)=128-x*=t+ I

or, using the complement of x* as the address, we can read sinx w
1 9Q00 Using x* as the address, we can read cos 1 901 . How-

ever, we must take its negative value because the cosine function

in the second quadrant is negative.

VIo THE INDEXING UNIT

The data participating in the butterfly operation should be

obtained and stored based on the need as indicated by the flow

chart. From Figure 3, it can be listed that the sequence of data

address is as follows:

It can be summarized that address a and address b seem to

obey the following regularity:
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a ba AMC b X7_  a0-_ bI 1.

000 1 00 000 010 000 0 01

001 101 001 01i 010 011

010 1 10 100 1 10 100 101
1] 0 I l0 1 1I 1L 1Ill0 1

1--the first time; 2--the second time; 3--the third time;
4--5--6--T--8--9--address

The first time: the first digit of address a is 0

the first digit of address b is 1

The second time: the second digit of address a is 0

the second digit of address b is I

The third time: the third digit of address a is 0

the third digit of address a is 1

For this a shift register of iteration Jdd is installed.

Initially, the first digit is 1 and the remaining are 0. After

each iteration, it is shifted to the right by one digit, Let us

set up an address register Ja for address a, By sending Ja to

the internal address register Ja' we get the number a. When Ja

and Jdd are simultaneously sent to Ja' it is then address b and

the number b can be taken out immediately (refer to Figure 61.

MXII leg iw 4'. 1." . ' .u

Figure 6 Figure 7

Cm 
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Ja is usually counted sequentially, However, if it meets

Jdd with its digit equals to 1, then it must skip it and move

on. For this purpose, a special counting logic circuit as shown

in Figure 7 was designed. A conventional counting logic diagram

is formed by an array of discriminating gates and another array

of conventional indexing logic. Ja passes through the multiple

switching number 4 gate to arrive at the entrance of the counter,

The +1 signal is then added to it. The output goes through the

multiple switch MXd to arrive at the D end of the trigger D of the

memory Ja. It is then entered into the memory Ja by DRJa pulsing.

Usually, Ja is counting sequentially. When it is shifted to a

digit with Jdd equal to 1, or when the "no" gate makes the addi-

tion of 1 to that digit, then skipping occurs. When the highest

digit is filled and mii.t be shifted, then it means the end of one

iteration. It emits , pulse which causes Jdd to shift 1 digit.

Trigonometric functions must also be real from the ROM according

to the flow chart. From the flow chazt Figure 3, the sequence is

listed as follows:

we 0 0 We 0 0 Wo 0 0

0' 0 We 0 0 W 1  1 0

0°  0 W 1 0 W' 0 1
Wo 0 0 W' 1 0 W 3  1 1

1--the first time; 2--the second time; 3--the third time

Although the sequence is not the same for each time, a certain

order still exists. First, we noted that the address is in

inverse order which is that the first digit is used as the last

one in indexing, and it shifts to the right. Secondly, not every

butterfly operation requires counting. It only requires counting

when skipping occurs. There is no counting the first time. The

second time counting occurred once and it happened three times

the third time. In the ROM Creal only memory) and core memory

sbare the same indexing unit. It is also included in Figure 7,

The ROM address register Jdg inversely goes through the multiple
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switch at gate no. 3 to enter the indexing unit. After adding 1

to it, it goes through the multiple switch MXd at gate no. 1 in

the reverse direction to the memory Jdg" This completes the

inverse indexing.

The logic circuit to control skipping is shown in Figure 8.

Figure 8.

C C I C I C IC, 1 .
At Ides 4,31 4*'12 40diC , IH"2 Iis

It has been introduced above, when the va,ue sine or cosine

function is taken out of the ROM, sometimes it is necessary to

use the complement of the address of the ROM depending on the

quadrant. This is to send Jdg and +1 d which can be realized by

the multiple switch gate no. 1.

VII. MICRO-PROGRAMMING CONTROL UNIT

The entire machine adopted the micro-programming control

technology. Its working principle is well known tQ everyone and

will not be repeated here. Here we are only going to briefly

introduce the control flow chart of a butterfly operation.

Every iteration requires many repeated butterfly operations.

Therefore, the flow chart was designed in a looping cycle form.

In order to make the core memory and the operat-ing unit re-select

their functions, there is an initiating cycle before the looping

cycle, and there is also an end cycle after the looping cycle.

The first time begins with the initiating cycle. It reads b, b',

sin and cos and then carries out the duplex multiplication to

determine c. The last bit in the multiplication brings the b' in

M' to be temporarily stored in L'. The space is used to place the
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Figure 9
1--initiating cycle; 2--looping cycle; 3--end cycle; 5--read b
6--read b'; 7--read sin; 8--read cos; 9--read b; 1p--read b' -
11--read sin; 12--read cos; 13--read a; 14--store ; 15--store 4;
16--read a'; 17--store b'; 18--store a'; 19--store b'; 20--store
a'

a Just being read. After the multiplication it performs a + c
and a - c to determine the calculated results 9 and 9, and stores

them in the original units. It then sends the b' from L' back

to M' to carry out the duplex multiplication for the second time
to obtain c'. Similarly, a' is read in the last bit of the

multiplication. The following operation and the next iteration

proceeds in an iterative manner. On one hand, it must read the
b, b', sin and cos needed for the next butterfly operation which

Is the same 4 bit Job as in the initiating cycle. On the other
hand, it must continue finishing a' + c' and a' - c' to obtain the

calculated results a' and ' and store then to the original iinits,

During the last butterfly operation in an iteration, it cannot go

into the looping cycle again. It should switch to the end cycle.

This is realized by the transform made by the control of micro-

address using P( )
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Flow diagram of the indexing unit:

V>+ 46- <*-*>I I c><6<e <>+

'e~

*ENU Ifn

Figure 10

1--initiating cycle; 2--Judgmental skip; 3--looping cycle;
4--end cycle

The indexing unit must be working very closely in coordina-

tion with the operating unit and the memory. In summary, it

must prepare the address for storage or access a number one bit

ahead of the time. At the end of each cycle, it must perform

counting for Ja according to the indexing rule. In addition, it

must perform inverse counting for Jdg when the skipping of Ja

occurs. Since the indexing unit is built in with these functions,

the micro-programming control unit only has to provide the cor-

responding micro-control orders to complete the Job.

Finally, it must be explained that this method has been fully

discussed at the 5th Branch of the National Ocean Bureau and the

FFT Section of the TianJin Electronic Instrument Factory which

led to the further improvement and completeness of this plan. It

experienced the collective experience and wisdom of all the people.
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Summary

A Fast Fourier Transform Hardware Processor

Kong Jichang and Xu Naiping

The National Ocean Bureau and the Tianjin Electronic Instrument Factory

were developing a real-time FFT processor for acoustic signals, with the

computing time of Fourier Transform of 1024 data points being about 40 ms.

We proposed a new project for the purpose of reducing by 50% the size of

CPU and memory. The new project was accepted and successfully carried out

in early 1979. The idea and the essential logic of the new project are pre-

sented in this paper.

DUPLEX MULTIPLIER 'A duplex multiplier is adopted to satisfy the

requirements of the butterfly operation, It requires 4 multiplications and 6

additions for every butterfly operation. In the original project, two separate

multipliers are required, one for real part and the other for imaginary part.

It is evidently too expensive. In the new project, a duplex multiplier is adop.

ted, as shown in fig. 4, and the algebraic sum of the two products can be

obtained at once. Because time is saved, both the real and the imaginary

parts can share the very same duplex multiplier, and the logic circuits are saved

as well. Fig. 5 shows the block diagram of the whole arithmetic unit. M, k'
are data registers, i. e., two mitltiplicands. 1e, I, are cosine and sine func.

tions respectively, i. e., two multipliers. L,,L' are accumulators. i.e., real and

imaginary parts of products respectively. IJr, is buffer register of memory.
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RAM FORL DATA Data ari stored in core memory. In the original project,

two separate memories are required, one for real part and the other for
imaginary part, due to limitation of access time. In fact, each butterfly
operation takes a pair of data from memories, and the results are returned

to the original locations.- Hence, the "load' and 'store" operations can be

combined into only one access cycle instead of two separate ones. The time
is saved again, and the two data can be accessed serially from one memory.

Therefore only one memory is required by the new project.
ROM FOR TRIGONOMETRIC FUNCTIONS Sine table for 0-90 degrees

is stored uniformly in a ROM, with 128 locations and 10 bits word length.

Sine functions for other quadrants and cosine functions for all quadrants can
also he obtained from the very same ROM by appropriate transformation.
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IDNEXING UNIT For butterfly operation, the addresses of data arc

counted with skipping. while the addresses of trignometric functions are

counted in inverse order. Both indexing rules can be carried out by the

combined indexing logic 'unit, as shown in fig. 6 and fig. 7.

J- Address register of RAM

4#,- Address register of ROM

J. - Address register of data a

-oa -Shift register of iteration

MICRO-PROGRAMMING CONTROL UNIT The control unit is micro.

programmed. Fig. 9 shows the flow diagram of the arithmetic unit and

memory and Fig. 10, that of the indexing unit. It usually takes a loop for

every butterfly operation with the following two exceptions. The first

butterfly operation takes an initiating cycle, and the last one, an additional

end cycle. The micro-operations in each step are indicated on these two

flow diagrams.
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Color Discrimination by a Color-Picture Reader

Chen Chenghang

Textile pattern design is one area where computer aided

design method can be applied. The direct control of the weaving

loom on the automatic punching of the Jacquard card requires

the reading of an artist's sketch or a point paper manuscript

which can either be in black and white or in color. Different

color indicates that a different technological processing method

is used. Since this area is still in its infancy in our

country, most of our readers installed adopted a photo-sensitive

unit which transforms the reflected light intensity from sampl-

ing points into electricity. The contrast of the pattern is

then transformed into a variation in voltage. The artist's

sketch or point paper manuscript is adhered to a cylinder

which rotates in a circular manner. For each evolution, the

reader's head moves by one column along the axis. This is

repeated until every point in the whole sketch has passed under

the reader's head and received by the sampling process.

Because the pattern is drawn by the artists, the inconsis-

tency of the coloring materials used and the non-uniformity

in the coloring are affecting the consistency of the brightness

of the pattern. Furthermore, because the focus of an optical

system is closely related to several physical dimensions, the

concentricity of the roller, conicity, and the fitness of the

pattern to the cylinder during the display are relevant. There-

fore, the voltage level read for the same color may vary signi-

ficantly. For the reliable recognition of patterns, at this

moment, it can only identify the two 6olors black and white.

In 1975 an electronic pattern weaving collective effort unit

was formed in Siam. During the first phase in the testing of

a 272 pin single loom Jacquard, the above method was adopted.

Back then the objective was to weave a single layer patterned

textile with 2 - 3 different structures. After over a year of
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experimentation, it 'was demonstrated that this method could

distinguish 3 - 4 colors with careful adjustment and delicate

preparation of the sketches. Basically, it was stable and

reliable in performance. The second phase began in 1978 and it

was centered around the automatic punching of Jacquard cards in

order to satisfy the 6 - 12 technological requirements for pro-

ducts such as satin comforter covers. Therefore, the original

method could not meet those requirements. In order to reach

the capability of discriminating twelve colors, we used the

three-color basic principle for color televisions. The pattern

color (reflected light) is decomposed into red, green, and blue,

the three basic colors,and then the three basic color signals

are analysed and given a corresponding color code. Although

this was the first attempt at using this method in the silk

textile industry without any matured successful precedent, yet

it has already become a matured technique in printing and color

television. Therefore, we considered that this method was

practical. Of course, our requirements and those for the print-

ing and color television industries have their differences. They

require the reappearance of color of the patterns in printed

materials or on television screens which demands the absolute

magnitudes of the three basic colors do not vary during trans-

mission. Then they reappear at the receiving end in proportion

and thus the objective of no distortion is reached. However, in

silk textile because the color of the pattern represents

different composition technologies, it does not require the

absolute magnitude of the transmitted signal to be unchanged. On

the contrary, because of the nonuniformity of coloring in manmade

drawings, the non-ideal mechanical dimensi-on of the roller, and

other reasons, the three basic color voltage values of a certain

color may vary quite significantly in a pattern. This requires

the equipment to have the maximum tolerance in input signals with-

out causing any misjudgment. The equipment not only must have

the ability to distinguish color but also should be able to

categorize color. In other words, the equipment should work

254



like human eyes. It not only is capable of differentiating the

color between one point and another but also should be able

to judge that they belong to the same color even when the data

show some difference and assigns the same color code. There

is conflict. Up to date the various color discriminating

apparatus cannot offer an ideal solution to this problem. The

reason is that there is no reasonable processing method available

to handle the three basic color data.

Usually the rigorous descript1on of color must include the

three parameters: brightness, hue and saturation level, where

the combination of hue and saturation level is called colority.

In order to discuss the possible variation of data on a color in

a pattern, we must obtain the signals of the brightness, hue and

saturation level of the three basic color and then carry out an

analysis on their mutual relationship.

For a three basic color colorimetric system, when the stan-

dard light source is shining on a piece of reference white

paper the received reflected light signals in the Red (R),

Green (G), and Blue (B) channels are considered as the maximum

value 100. With reference to the reference white color, R = G

B = 100. In that case R, G, and B can be made into three coordi-

nate axes which are perpendicular to each other and the reflected

light intensity from any color can be quantitatively expressed

as a point in the RGB space. The RBG value varies for different

color ranging from 0 to 100 which forms various points at

different positions in the RGB space. The combination of

these points forms a color cube as shown in Figure 1.

The color zone picture reader's design concept is that a

color occupies an irregularly shaped zone in the color cube as

the color zone shown in Figure 1. Its shape and size are diff-

Icult to predict. Therefore, in order to distinguish color

the machine is equipped with many transformation methods such
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as the calibration channel, the elimination channel, and the

operation channel, etc. which can be selected by the user in

combination arbitrarily. Of course, this is a very flexible

method. Howeve', it is too vague to be operL-ed e-sily.

Although the manual listed many tables summarizing which trans-

formation is suitable for the discrimination of a particular

color by prior experience, yet the user still has to acquire a

long term operating experience so that the machine can be

handled at will. Especially when multiple colors are chosen

simultaneously, the equipment becomes very complicated. It is

not only very expensive but also too troublesome to use.

100 0100it "S

(0 100 100)

U100 100 0)

Figure 1. Color Cube. Key: 1. ideal red, 2. ideal violet,
3. ideal blue, 4. ideal indigo, 5. black, 6. ideal green,
7. color zone, 9. reference white.
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Does the distribution of color zone in the color cube

really follow no rules? No. The distribution of color does

obey certain rules. The study of this problem belongs to the

category of a not too new science - colorimetry. Over a hundred

years ago Crassman had already established a systematic color-

imetry. Famous scientists such as Maxwell and Schrodinger have

done a lot of research in this area. With the development of

color printing and color television technologies, colorimetry has

been fully developed.

II. THE COLOR ANALYSING TOOL - COLORIMETRY

In 1931 CIE officially approved that the three basic color

system should use RBG and XYZ units which not only provided a

rigorous mathematic basis for colorimetry but also established

an internationally unified system. The meeting also decided

that the standard wavelengths for the monochromatic light of

the three basic colors should be:

Red (R) - 700 mu (millimicron)

Green (G) - 546.1 mv mercury spectrum

Blue (B) - 435.8 mi

With respect to the standard white light (equi-energenetic

white), the intensity relationship of the three follows:

LR : LB - LG = 1:4,5907:0.00601 (unit light watt)

In the three color system in colorimetry, the flux of all

given monochromatic or polychromatic light can be expressed by

the three color coefficients r', g', and b' of the three basic

colors.
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The light flux (brightness) of a given color light

F,= r'L,+g'L,+b'L,

When only the colority must be given for a color light

and the brightness is not considered, then the relative three

color coefficients

r - '+lb' l = V_ b =-7+'g'+b'

can be used as the substitutes. It is apparent that r + g + b

= 1. Therefore, it is very easy to use two out of the three

coefficients rsgb. as parameters in a right angle coordinate

system to find the solution graphically. It is customary to

choose r and g as the abscissa and ordinate, respectively. It

is also called a colority diagram as shown in Figure 2.

The CIE also provided the three color coefficients of mono-

chromatic light with wavelength ranging from 380 mu to-780 mu

at an interval of 5 mp which is shown as the horse shoe shaped

curve AMR in Figure 2. It is also called the spectral trajectory.

Their purity is defined as 100%. The point at which r = g = b =

1/3 in the figure is called reference white C whose purity is 0.

Any color K can be considered as a combination of the white

light C and a monochromatic light M. Its hue is determined by

the monochromatic light M mixed into it. Therefore, the wave-

length of the monochromatic light M is its main wavelength.

Its purity is determined by the ratio of its distance to point

C and the distance from points M to C.
CK

The point K' inside the triangle formed by point A at 380

mp , point R 't 780 mu , and point C appears to be violet in

color. Howev-r, it cannot be f.-rmedby the combination of
a monochromat:c light and white light. It can be considered as

if it is obtained by removing a monochromatic light M' from the
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white light. Therefore, its main wavelength is expressed by

the wavelength of M' but with a minus sign. This means. that

K' is the complementary color to M'.

p= CK:,
CM

9 2.0513

546.1 ".O

550

j9O S600

// ~%%%%.59060K' N'
- 4-.A ----- -- r

Figure 2. Right Angle Coordinate Colority Diagram.

Henceforth we can also use the main wavelength and purity

of a color to represent its colority. The main wavelength deter-

mines its hue while its purity determines its saturation level.

Its colority value rgb has already been determined by CIE.

Therefore, it can be divided into approximate areas in the

colority diagram based on the main wavelength as red, orange,

yellow, green, blue, purple, and violet, etc. They radiate away
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from point C as shown in Figure 3. The dotted lines in the

figure provide equi-purity lines. They are centered around

point C and similar in shape as the horse-shoe curve.

2.0

10 S20

-. 5-1.0 . -0530 14.

~ ~5 "\"" pX0.59

6\\\ ;S60 P 0.2

0 .S 570

;8t\ 580 " +

Figure 3. Color Zone Distribution in the Colority Diagram.
Key: 1. red, 2, orange red, 3. orange, 4. yellow, 5. yellowishgreen, 6. v iridescent,7. green, 8.3bluish green, 9. indigo,
10. blue, 11. bluish violet, 12. violet 13. purplish red.

III. CURRENT COLORIMETRIC METHODS

In the color television technology, due to special consid-

eration made on the characteristics, of human vision and fluore-

scent materials, the standard three basic colors established by
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ClE were not adopted. The R and B are shifted slightly. The
colorimeter we adopted is the same as the one used in the

color television industry. Therefore, the actual RGB values

are the same as those in the color television system. They

are:

R, = 620mis, Ge=546.lmA, Be = 45Om ,

For our actual system, RJG, and B cannot show negative

values. Therefore, all the colors which can be analysed must

be inside the ReGeBe triangle. Actually, this is already cap-

able of including the majority of the colors of currently
available coloring and color film.

Let us change ReGe and Be into coefficient of a right

angle coordinate system (actually not too different from the

original RGB triangle). Since it is meaningless outside the

triangle for an actual system, we then can define the color

along the three sides as the ideal color. At least one of the

three color coefficients r, g, and b is zero. As for the other

two, once only one is determined, it is possible to define its

position in the colority diagram and main wavelength. Let us

further define the purity of the ideal color Pe = 100%; then for

any color K its purity is changed to pe = ; N is the position
e ON'

of the ideal color which has the same main wavelength as the

color K as shown in Figure 4. Since there are only twelve

colors to be distinguished in the system, we can roughly divide

the color zone into red, yellow, green, indigo, blue and violet

six zones. We can further assume that when purity -e = 25%

and below the color has approximately faded. The only feeling

it gives is the difference in brightness in black, grey, and

white. The division of color zones in color vision of human

eyes is approximately shown as the dotted lines in Figure 4.

In actual system it is further simplified for the convenient
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realization in electric circuitry. The color distinguishing

zones of the simplified circuit are shown as solid lines in

Figure 4. It can be seen that tYr distribution of each zone

is approximately the same as in h man vision. On the basis

of These seven colors, we further distinguish several colors

which show great differences in brightness. For example loud

red and rose, light yellow and light green, deep purple and

light purple, and white, gray, and black are further disting-

uished by brightness. Thus it realizes the differentiation

of twelve colors. For the twelve colors we have already sel-

ected their corresponding colorings. The actually measured

ranges of brightness, main wavelength, and purity of those

colorings are approximately the same as those shown in the

Table. Experimental data verified that the variation of the

brightness of the reflected light is very high. The changes in

purity rank second. The variation in main wavelength is

extremely small. Therefore, we are concentrating on the deter-

mination of main wavelengths-and dividing the colors into six

zones. It is further distinguished roughly by brightness into

black, grey, and white, loud red and rose, light green and

light yellow, and deep purple and light purple together with

primary green, secondary indigo, and prussian blue to form a

total of twelve colors. Based on the above data, it is believed

that the equipment is capable of handling the requirement.

The actual electrical circuit and error analysis is available

in the article entitled "The Analysis of the Theory in Color

Discrimination of the Photo-electric Scanning Electronic Order

Discrimination" written by the Sian electronic pattern weaving

research and development group [4].
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19- 0 > 1 62

Figure 4. The Color Zone Distribution in Real Systems.
Key: 1. loud red, 2. rose, 3. red, 4. light yellow, 5. yellow,
6. green, 7. primary green, 8. indigo, 9. secondary indigo,10. blue, 11. prussian blue, 12. light purple. 13. violet,

14. deep purple.
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Key: 1. name of coloring, 2. light yellow, 3. loud red,
4. rose, 5. violet, 6. light purple. 7. prussian blue, 8.
secondary indigo, 9. primary green, 10. light green, 11.
measured data on the brightness and colority of some colorings,
12. measured values, 13. coordinate values. 14. brightness,
15. main wavelength, 16. purity, 17. deviation, 18, 20, 22,
24, 26, 28, 30, 32, 34. maximum, 19, 21, 23, 25, 27, 31, 33,
35. minimum.

IV. ADVANCED DISCUSSION ON THE COLORIMETRIC METHOD

Color picture readers using similar principles -to dis-

tinguish colors are also available in foreign countries as

research and development products. For example, the Japanese's
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"Hitachi" electronic automatic sketch readers is the one

which adopted the brightness and colority separation method to

solve the problem of measuring error due to the unevenness of

coloring in the sketches. However, it uses a digital electro-

nic computer to process the separation of brightness and color-

ity. Therefore, it must first transform the R,G,B singles of

all the sampling points using an A/D converter and then send

them to the computer for processing. The A/D converter requires

a longer transformation time. It labels the three quantities

R,G, and B sequentially which leads to the occurrence of time

difference. In order to solve this problem, before each trans-

formation a sampling maintenance apparatus must be plugged in

to assure that the RGjB. values converted belong to the same

sampling point. This arrangement also drastically reduces the

sampling speed. Also in order to ensure the precision of the

data acquired, it requires that the sampling maintenance appara-

tus and the A/D converter have sufficiently high accuracy. If

special applications such as color discrimination for a map are

considered, then a digital computer must be assigned to handle

color data exclusively. It may even be necessary to read one

color at a time. This is a very expensive method.

Actually the separation of brightness and colority can be

realized using a simple operation. For the discrimination of

color, the accuracy required for this operation is not very

high (approximately 1% for example). Therefore, the use of a

simulated solution apparatus cannot only increase the sampling

rate but also simplify the equipment circuitry. It is certainly

worth considering.

In order to distinguish colors it is required to calculate

the brightness L, purity p, and main wavelength X. Let us

assume that the three channel input signals of the basic color

are R, G, and B and they correspond to the three color
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coefficients r', g', and b'. The brightness L then is:

Z = LR + L L, + uf,

where LR, LG, and LB are the relative brightness coefficients

of the three channels. They vary with the defined wavelengths

for R, G, and B. In the color television system it is usually

the values that LR = 0.30, LG = 0.59 and LB = 0.11.

-For the determination of purity, let us examine the

following three cases (see Figure 5):

1. Point K is located inside ACBG, which is point K1.

By definition purity p,- CK,

Since ACKKI-ACMAM1

then CKI CKI
em- I- = CM I"

and CMI = 1 CK'=I.-r,

therefore P, =1- 3r

RFrom rl . . we get:

PC B+G-2R
R+G+B-"

Which is the case where R is the smallest among the three

quantities, R, G, and B.

2. Point K is located inside ACBR which is point K2.

This is the case where G is the smallest:

CKI CK" -PC"K K! -- =  i - = I- "3o
CM3 .?Mr

3
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R8+ B-2G
From g'" , d--B we get R+G+,T

3. Point K is located inside ACRG which is point K3.

This is the case where B is the smallest:

CKs, CK

A" CM 8  K

From CM'- =, CKI=CN+NKI=CNo+NK3, CN=r,- , NK=gs--

we get NN =,-1+3I S932=-l2 b.

SR+G-2B
then A= -3bs or 'P,R+G+B-

Summarizing the three cases, if we let X represent the

msallest value among R, G, and B (i.e. X = MIN/R, G, B/)

then the purity:

C _R- X) + (G- X) + (B- X) R + G + B-3X
R+G+B R.+G+B

J

\

M,,

o/'
, Mi 0.5 ', 1I

A

Figure 5.Method to Calculate Purity.
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For the determination of the main wavelength, we are

dividing the three sides of ARGB into BD, DG, GF, FR, RA,

and AB six sections for examination.

Section BD, R is the smallest, B is the largest, main

wavelength range 43 5 .8 mu 496 mp. The ideal color M corre-

sponding to point K can be defined solely by b o = B 0
G0 +B

B-R
It can be proved that b,=B R  and boO.5

(because B is largest).

Similarly, in Section DG. R is the smallest and G is the

largest. The main wavelength range is 496- 546mM . The

ideal color in this section can be better designed by

go= G-2R -(0.5)

In section GF, B is the smallest and G is the largest. The

main wavelength range is 546- 57OmA it can be defined by

G-Bgo = iT R2Y ( >30.5 ) "

In Section FR, B is the smallest and R is the largest.

The main wavelength range is 570-780m# it can be determined

by =R-B
r G+R+2B (>.5)•

In Section RA, G is the smallest and R is the largest. The

mainwavelength range is 496--546miA it can be defined by

R-Gr, ~ 2 +- Z ( > 0 .5 ) •

In Section AB, G is the smallest and B is the largest. The

main wavelength range is 546 -570mo: it can be defined by

b - 2

Combining these six sections, if we let Y represent the

largest value among R, G, and B (i.e. Y = MAX/R,G,B/) then

the parameter determining the main wavelength is W
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I>W>0.5, = Y X
R+B+G-3X-

In summary, one must carry out the following operation

for any selected color:

1. Brightness - L=LR+L.G+LRB

R+G+B-3X where X=MINIR, G, BI2... Purity P'=R+G+B...

3. Main wavelength coefficient W= YX
R+G+B-3IX

where Y=MAXIR, G, BI

If we define the upper and lower limits of brightness

as Lm and L the upper and lower limits of purity as Dm' Pn'

and the upper and lower limits of the main wavelength coeffi-

cient as WM Wn, then for the input R, G, B three channel

signals the one with the minimum value is used to choose the

circuit. The one with the maximum value will select the circuit

and four operational amplifiers to produce signal such as X,

Y, L.R+LG+I.,B, R+G+B, R+G+B-3X . It is then

followed by carrying out the following comparisons using six

comparative amplifiers:

L.- (L*R + LG + LvB) O

(L,,R + L0G +LB) - L.>O
(R + G + B) p. - (R + G + B - 3X) >O

(R +G + B-3X)- (R +G + B)p.>O
(R + G + B- 3X)W.- (Y- X) 0
(Y - X) - (R + G + B - 3X)W.>0

Their accuracy requirement is not more than 1%. It is

sufficient to distinguish a 24 color colorimetric card commonly

used in foreign countries. Compared to the description in

(§ . 200) of "Theory of Optical Instruments" by A. N. Tutolov-

sky on the microscopic sensitivity of human color vision, the
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color discrimination capability of the above equipment is at

least comparable to human eyes.

V. CONCLUSIONS

In summary, using the theory of colorimetry we can

separately distinguish the brightness, hue (main wavelength),

and saturation level (purity) of the three basic color signals

in a colorimetric system. The accuracy requirement of the

entire equipment can be relaxed. In addition, a simpler cir-

cuit and an easier operating procedure can be adopted to read

the necessary color. The function can approach the color dis-

crimination capability of human eyes. Here it is particularly

suitable to use the simulated solution apparatus (high opera-

ting speed, accuracy requirement not too high) to further

simplify the colorimetric equipment without using an electronic

computer. With slight modification (such as using a divider)

the above method can be used economically in areas such a&

electronic colorimeters, color copiers, and electronic color

discrimination, etc. For those multiple function or consoli-

dated systems which require high color discrimination level,

simultaneous multiple color reading, or even simulation of

vision, boundary identification and pressed color identifica-

tion, etc., a combination of the simulation and digital tech-

niques should be adopted. The brightness and colority of the

color are separated using the simulated solution equipment

first and then the identification work is carried out by the

digital equipment and its software. Such an arragnement is also

very attractive.
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Summary

Color Discrimination by a Color-Picture Reader

Chen Chenghang

'Textile pattern design is one field where computer-aided design technique

can be applied. As is acknowledged, a direct control of weaving loom or an
automated punching of Jacquard cards is based on the reading of an artist's

sketches or point paper manuscripts. For technicolored sketches or point paper
manuscripts, processing methods in technology vary from one color to another.

Therefore, the capacity of a reader to discriminate the different colors of a
sophisticated sketch is essential to the effective use of the computer-aided
textile pattern design technique in textile production.

This paper employs colorimetry in giving an outline of a convenient process
for color discrimination which identifies the hue, purity and brightness of a
color. Simple circuits are developed to separate twelve colors' and produce

the color code output for each color directly. Experiments have confirmed
the stability and reliability of this process for color discrimination. No
restrictions are imposed on the kinds of pigments used.

Another scope of this paper deals with the method for more accurate
color recognition. Colors can be recognized accurately and easily through a
simple operation to turn the three-color coefficients into signals of the hue,
purity and brightness of a color. It is considered to he too expensive to carry
out this operation with digital computers, because AID converters must be
incorporated to convert input signals into digital ones. Analog computers,
however are characterized by their simplicity and high speed in this opera.
tion. They need only a few operational amplifiers and voltage comparators

to carry out the operation in question with satisfactory accuracy of color
recognition. By using an analog computer, the colors can be recognized nearly

as accurately as by human eyes.
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ON THE UNIQUENESS OF THE SOLUTION TO THE VELOCITY POTENTIAL

* INTEGRAL EQUATION ESTABLISHED BY USING GREEN'S THEOREM

Liu Qiangang

I. Formulation of the Problem

In using the singularity method to solve the potential

flow problem around an object, one of the commonly used methods

in current gas dynamic numerical computation is to establish

the distribution of singularities on the surface of the object,

by means of the Green theorem. Let S denote the surface of

the object, and R' denote the flow field external to the

object. Then according to Green's theorem, when point p is in

R', it* potential function may be expressed as

,,P) -_f()a. I - ff j. L_~ s

and when point p is on S, the potential function is

4(p a a 1- -(q)ds. (2)

where q is a point on s and-is Z

also the variable of integra-

tion. r(p,q) is the distance -

between the points p and q, and Mi
n is the exterior normal at q.

The first integral on the RHS -.

of (1) may be considered as the

surface dipole with O(q) as'T

density, which covers the whole

surface of S. The second
Figure 1
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integral may be conidered as a surface source, aO/qn(q)

which also covers the whole surface of S.

When the surface boundary condition (Neumann condition)

is set,

=v
(3)

the second integral on the RHS of (2) is a known function of

q. Therefore equation (2) becomes a Fredholm integral equa-

tion of the second kind with 0 as the unknown function. This

equation has been used in some of the reference material and

literature as a fundamental equation to analyse and compute

three-dimensional rotational flow problems.

However, in the discussions on the integral equation

method for solving potential flow problems, in [7], it was

stated that equation (2) had no unique solution and its appli-

cation in numerical computations would cause difficulties. It

was also stated that this might have been a possible reason

why this equation has never been used as a base for general

potential flow computation, and that a constant 0 on S would

not produce a velocity in R'. Hence the non-uniqueness was

obvious.* Thus the following questions are raised: Does the

integral equation (2) possess a unique solution? Can this

equation be used as a base for analysing and computing the

potential flow about an object? Is there any real meaning

in the results obtained by using this equation as a base with

the assumption that it does have a unique solution. All these

questions need to be researched and clarified. In this

To facilitate the discussion, the basic notations used in this
paper essentially agree with those used in [7] in which RO
denotes the external region of the curved surface S, and R'
denotes the interior of S.
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paper we have made a preliminary investigation on this problem

based on the fundamental theory of potential function and

integral equations. Our opinion is that on this problem the

opinion in [7] is not appropriate. Under a given surface

Neumann boundary condition, the integral equation (2) has a

unique solution, and it is entirely possible to use it as a

base for numerical computations in solving the potential flow

problems around an object.

We shall present our discuqsions in two aspects as follows:

II. Conditions used in Establishing Equations (1) and (2)

Let us first discuss the conditions used in establishing

equations (1) and (2). This will be helpful in studying the

uniqueness problem of equation (2). We, therefore, shall

briefly explain the process in deriving equations (1) and (2).

Let S be a given boundary surface which satisfied the

LYAPUNOV conditions. Draw a large sphere enclosing the object

(spherical radius being A). Let S1 be the spherical surface

and RI be the region between S'and S,. Let u, v be two

arbitrary function with continuous second order partial deri-

vatives in R*, and continuous first order partial derivatives

in R'+S and R+S Then according to Green's theorem, we

have
X 8. -u an

(4)

where
a, +as+,

and n is the surface normal at the boundary pointing toward the

interior of R'.
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Let u = 0, where 0 is the perturbation velocity poten=

tial, satisfying the Laplace equation in R1, i.e.

&0=0, (5)

v = 1/r where r is the distance between a point p(x,y,z) in

R" and a point q ( j,',) on the boundary. It is equal to

With p as center and e as radius, draw a small sphere w in R".

Applying equation (3) in the Region R'O-, we get

1 1

a, H a

d*1.

a "" V (6)

where a is the surface of w.

Figure 2
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It is easy to show that

.-o@ e

From (6) and (7) we have

(,ynz) - a J n r an)ds,. (8)

Let the perturbation velocity potential at infinity g=O;

then we can find a constant C such that on S1

Hence, when we let, the radius A of the large sphere enclosing

the object approach Infinity, the second integral in (8) will

approach- zero. Thus

aO(x,.Y,) N O"
49 n r an )d,(9)

This is equation (1)

When the point p(x,y,z) is on S, we can still draw a

small sphere w with p as center and e as radius. Substituting

the surface S enclosed by w with the spherical surface outside

S and then applying Green's formula, we get

-- d 2'+ rd 8 , (10)
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Introduce now the condition that the perturbation velocity

potential at infinity 0=0 and let A approach infinity.. The

second integral in (10) approaches zero and

a*1
(n)

OxY)-Lf anr anI

This is equation (2).

It is worth noticing that we have used the ccndition

lMO=O, (12)

in the derivation of (1) and (2). It is precisely this condi-

tion that reduces equation (8) and (10) to (1) and (2),

changing the problem from a Neumann interior problem to a

Neumann exterior problem. Under a given Neumann boundary condi-

tion, the latter has a unique solution. We shall prove this

below.

III. Concerning the uniqueness of the soluticn to the

integral equation (2).

Let 0 be one solution of equation (2) and 02 another. Let

Substitute 01 and 02 separately into equation (2) and subtract.

Taking into account that they should both satisfy the same

Neumann boundary conditions, we have

a q)s,
p~)2x (13)

Now the question of whether the integral equation (2) has a
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unique solution is reduced to that of whether the integral

equation (13) has only ordinary solutions. Since

a I

equation (13) may be written as

A (14)

Introducing the kernel

2x" a (15)

equation (14) may then be written as

~(16).
A(p) =if,(f)K(p,q)ds,

S

Figure 3

We transpose the kernel of equation (14) to obtain the trans-

posed kernel Kl(p;q):

=eos (r,n,)

K,(ptq) K(qip)- --7 (17)
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Thus the transposed equation corresponding to equation (14) is

A(P) (18)

From the Fredholm theorem we know that the transposed equation

(18) and the original equation (14) have either only zero solu-

tions or non-zero solutions simultaneously. Hence the investi-

gation of whether the integral equation (2) has a unique solu-

tion may now be reduced to the investigation of whether equa-

tion (18) has only ordinary solutions.

Let ul(q) be the bounded solution of equation (18).

U1 (q) must be continuous due to the property of the integral

operator with K1 (p;q) as kernel. Consider the mono-layer poten-

tial function V

V ffPatq)-ds,
of r (19)

This mnonlayer potential function with continuous density has

a regular normal derivative, and it is not difficult to prove

that the limiting value of this normal derivative on S is

IV f .q . osw, nP - 2xA, (P)
an (20)

where the subscript "ell denotes exterior limit.

Comparing (18) and (201, we have

(V (21)

Since the function V is a harmonic function .in R', and

vanishes at infinity and (±V-)=o on s, then according to the
n80
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uniqueness theorem of the Neumann exterior solution, V = 0 in

R1. At the same time, as the mono-layer potential function V

is a continuous function over all space, V = 0 also on S.

Since V is harmonic inside S, then according to the uniqueness

theorem of the Dirichlet interior solution, V = 0 too. Hence

in all space,

VMO (22)

From this we may conclude that the interior limit of the

normal derivative of the mono-layer potential function V on S

also vanishes, i.e.

(23)

where the subscript "i" indicates the interior limit.

Therefore, according to the relationship between the den-

sity and the exterior and interior limits of the normal deri-

vatives of the mono-layer potential function, we obtain the

result that on S

= (aV t aV

This proves that equation (18) has only ordinary solu-

tions, and hence the integral equation (2) has a unique solu-

tion.

It can be seen that the opinion stated in [7] that the

integral equation (2) does hot possess a unique solutfon is

groundless. With given boundary conditions (Neumann condi-

tions), the solution of the integral equation (2) is unique.

The opinion that "the non-uniqueness can be easily seen as a

constant o on S will not produce a velocity in R1', as

expressed in the same paper, also cannot be confirmed, since

from (2) and (1), there is no constant 0 solution on S or in
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R" and if there is,-it can only be s = 0.

It is worth pointing out that, besides the discussion

on the integral equation (2), in [7] there is also a discussion

on the integral equation obtained from the surface source

flux density distribution.

__-_ff-2( 1 a)(q)ds=-n,.V. (25)

an 8n, (r(pq) -

where a denotes the surface source flux density distribution.

The opinions in [7] on the existence and uniqueness of

the solution to this equation and its practical solution are

all correct. According to [7], the existence and uniqueness

of the solution to (25) have been discussed in detail in [9],

but there was no discussion on (2). From the practical pro-

blems treated in this book [9], this may appear to be the

case. But if we transpose the kernel of the integral equation

(2) (as was done in this paper), and then investigate the

uniqueness of the solution to (2) according to the transposed

equation, then all the methods and theory applied to (25) are

also applicable to (2). In accordance with the stipulations

of [7] (denoting the external normal of s by n, with exterior

Neumann conditions as the boundary conditions and the region

of investigation being the region R1 exterior to S), the solu-

tion to both of these equations belongs to the Neumann exterior

problem. From the discussion presented earlier in this paper,

their solutions are both unique.

We notice that if the problem under discussion is not the

external flow but the internal flow of the curved surfaces,

then according to the velocity potential integral equation

derived from Green's theorem or the integral equation of the

singular source flux density distribution, the solutions are
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indeed not unique. Their various solutions differ by a con-

stant. We refer the reader to the related sections in [2,4,9,10]

for detailed discussions on this problem.

From the above discussions we see that, given the. Neumalin

boundary conditions, the surface velocity potential distribution

function O(q) is the unique solution to the integral equation

(2). We may then substitute a(q) in the integral on the RHS of

(1), so that the integrals on the RHS of (1) are known functions

and thus-can be found. From this, we can then uniquely deter-

mine the value of-the velocity potential at any point p in the

flow field.

After the discussion of the uniqueness problem of (2), we

must also point out that, if only the surface Neumann condi-

tions are given, then from (2) we can only solve the problem of

rotational flow of a three-dimensional body without circulation.

Additional auxilliary conditions such as Kutta conditions are

needed if we want to solve the problem of rotational flow of a

three-dimensional body with circulation. For works in this

area, the readers are referred to references [5,6).

In the references quoted above and in the otber literature,

the finite element method has been successfully used to apply

(2) in solving rotational flow of a three-dimensional body with

and without circulation.. In these computations, no special

methods have been introduced to take into consideration that (2)

might have non-unique solutions, and no difficulties have been

encountered, as mentioned in [7]. On the contrary, as the

singularity distribution of this method is more reasonable and

the formulation is relatively more simple, results in better

agreement with reality have been obtained with fewer divisions

and less computational time, thus demonstrating that the integral

equation (2) can definitely be used as a base in solving the pot-
ential flow problem around an object.
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IV. Conclusion

In this paper we have investigated the uniqueness problem

of the solution to the velocity potential integral equation
derived from Green's theorem, based on the fundamental theory

of potential function and integral equations. We have pointed

out the lack of validity of certain opinions in related refer-

erces-and proved that for given Neuman boundary conditions the

solution to equation (2) is unique.
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Summary

The Uniqueness of the Solution of the

Velocity Potential Integral Equation

Established by Using Green's Theorem

Liu Qiangano

Let S be a given boundary surface which satisfies the Liapounoff condi-

tions, R' be the infinite region outside S. According to Green's Theorem, the

Potential function at point P on the surface S can be expressed as

OP=1 ff p, q)

d a

If the Neumann boundary condition

S= V.., on S (2)

is applied, the second integral on the right-hand side of eq. (1) is a known

function of position. and eq. (1) becomes a Fredholm integral equation of

the second kind. This equation can be used as the basis of a general method

of potential flow calculationlIl 'h.
In reference [7]. however, Hess asserted that the integral equation

(1) has a nonunique solution which can lead to numerical difficulties in

applications 1'. This paper shows that Hess' assertion is not valid. In the

following paragraphs, the essential ;steps in proving the uniqueness of the

solution of the integral equation (1) are briefly summarized.

According to Fredholm's basic theorems of integral equation. if eq. (1)
does have a unique solution. then the associated homogeneous equation

14(p) - JPq ~~"~ d. (3)2+ JJA ra'

possesses only a trivial solution. and the *transposed' integral equation

l(p) J A I(q) 'eosr, .d (4)

assi,ciaitd with eq. (3) also possesses ontly a trivial solution.
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Let A,(q) be the bounded solution of eq. (4). Consider the potential of a

simple distzibution V' with PI(q) as its density:

V =JJlt(q)-- ds (5)
ar

This potential function has continuous derivatives in the region R'. Tho

cxtc'ior limit of its normal derivative on S is given by

"I(V ff /A (q)~ lp s2$( 6
an / r6

From vqs. (4) and (6), we have

=0. (7)

Since V is harmonic in region R' and approaches zero at infinity ans

(aV/an ).0 on S. then. according to the Theorem of Uniqueness of the

Neumann exterior problem. V is equal to zero in the region R'. V is also

equal to zero on S, because V is continuous in the whole space. Since V ib

harmonic inside S. then according to the theorem of Uniqueness ef the

Dirichlet interior problem. we also have V-0 inside S. Therefore in the

whole space

VMO. (8)

Thus the interior limit of the normal derivative of the potential V on S

is also equal to zero. i.e..

( o-)=0. (9)

Therefore
PIq)= -- , 1,- ) ( ,,.oo

This completes the proof that eq. (4) has only a trivial solution and

hence the solution of eq. (1) is unique.
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INITIAL EXPERIMENTAL RESEARCH

INTO THE RESPONSE

OF TURBOJET ENGINE COMPRESSORS

TO DISTORTION OF INTAKE PRESSURE

Chen Fu-qun, Tang Di-yi, Hu Zi-long, Id Wen-lan,

Yu Jin-di, Wu Xin-yuan, Zhao Jue-lian, Lin Qi-xun,

Wang Zong-yuan, Liu Si-hong, Yu Shaopkun, Cong Meng-zi,

et al.

SUMMARY

This article gives an introduction to the results of

preliminary research into the influence which distortions in

intake pressure have on the stability and characteristics of

the compressors of turbojet engines. The research work

which is being considered was carried out on the test bed of

a turbojet engine with anine-stage compressor, whose first

stage is trans-sonic.

If one carries out a comparison between the results

of experiments in which there were distortions of intake

pressure and the results of experiments in which there

were no 'such distortions, then one sees the following:

distortions in the intake of turbojet engines have a very

obvious influence on the characteristics of engine compres-

sors; it not only influences the stall boundary, but it also

influences the shape and location of the constant speed lines

of the compressors involved. Distortions in the intake

cause compressor constant speed lines to shift to the left
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andbecome flat or level; moreover, these distortions also

cause the operational lines to move toward the stall lines.

The influence of a reduction in the exhaust areas of the

first stage directional guidance devices in the turbine

(This sort of reduced first stage exhaust area for the

guidance devices will hereafter, be called "Small Guidance I")

is similar to those produced by the distortions in the

intake of the compressors. Measurements taken of the various

parameters which occur in the stages of compressors demon-

strate the following: the degree of distortion in the intake

is enlarged in the--first.stage of the compressor; in the later

stages, it attenuates rapidly; this is particularly true in

stages two, three and four. On the basis of an analysis of

the course of pulsations in the flow parameters for the points

of instability, it was discovered that in the case of a

3 x 36 mesh screen, the form of the instability is of a

classical type in which the flow oscillates with large ampli-

tudes, and that during a portion of the cycle there exists

a rotating stall; in the case of "small guidance I", or

9 decrease in the turbine nozzle area, there is a surge [5].

The experiments also demonstrate that when one is

dealing with a 3 x 36 mesh screen (for which the index of

distortion is 16% if one assumes 90% of the design speed

of the engine), then there is still no occurrence of insta-

bility when the engine is speeded up to 93.3% of the speed

for which it was designed.

I. INTRODUCTION

The mutual tolerances between air intake and engine

are very serious problems one encounters in the process of

test production of aircraft for supersonic flight. In the
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process of the use of an aircraft, it is common to run across

.the production of intake distortions caused by such things

as violent maneuvering of an aircraft and a consequent lack

of coordination in the operations of the intake/engine complex

leading to the sucking in of gases which the engine has

already expelled.

Intake distortions lower the stability margin of the

compressor system, and, in extreme circumstances, they will

lead to stall or engine surge; this can even lead to combus-

tion chamber flame out, the stopping of the aircraft in

mid-air, and even to the vibration of compressor blades, their

shaking and even breaking off. Because of all this, intake

distortions are always a decisive factor, limiting the total

possible maneuverability of an aircraft.

The objective of the research which is discussed in

this article falls into the following areas: measurement

and analysis of the aerodynamic influences which turbojet

engines have on intake distortions; observance and analysis

of the characteristics which intake distortions have when

viewed in terms of compressors, as well as observation and

analysis of the influences which these distortions have on

instability as it can appear in the stall lines of compres-

sors (either rotating stall or surge); and minute observa-

tion and analysis of the passage of intake distortions through

compressors.

II. EXPERIMENTAL EQUIPMENT AND EXPERIMENTAL METHODS

The experiments with which this article deals were

carried out on the test bed of a nine-stage compressor

turbojet engine, in which the first stage is of a trans-sonic
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type. A diagram of the installed tube as well as a chart

of the distribution of the measurement points are to be found

in Figure 1. In the front of the intake of the engine, there

was installed a measurement section to take readings of the

amount of flow. At a place which was at a distance from the

intake of the engine a-!roximately equal to half the diameter

of that intake, a supporting framework was installed, which

was capable of rotating and which supported a mesh (1 eye,

wire diameter 2); this mesh, which caused the disturbances in

the flow we have been calculating and distortions covered

over a supporting net, and it was fixed with stainless

steel wires (Figure 2). Outside the rear Jet exhaust of

the engine, a movable, stopper-type conic body; the largest

blocking area of this conic body was approximately 30% of

the prescribed area of the jet exhaust.
2

.1 ~ MiiL. 2 I

.11. 2 3 d

o 94

*#1SAWK. 5

--2 4-4

Figure 1. Diagram of test equipment and arrangement
of measuring points.
2) rotatable mesh; 3) movable tail cone; 4) stable-state
total pressure; 5) kinetic-state total pressure; 6) total
temperature; 7) static pressure; 8) kinetic state;
9) total pressure at 9 points.

During the experiments, the operating speed of the

-nant- rate -o £- rot at i-o'n-; by .use----

-6ffftish scal1e-tEy~pe ~i~ n h dfmvmn h

tail cone, both changes in the jet exhaust, itself, and reduc-
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tions in the area of the jet exhaust were possible; these

changes and reductions caused the operational point of the

engine to move along the constant speed line of the compressor,

until it reached the stall threshold; at this point, one saw

the occurrence of a surge or a rotating stall.

Figure 2. Photograph of the distortion net or mesh
capable of turning.

III. RESULTS AND ANALYSIS

1. Intake Flow Spectrum

Figure 3 is a stable-state pressure spectrum for a cross-

section of the intake of the engine. From the figure we can

see that the boundary lines between the high and low regions of

the engine intake flow fields are fairly distinct.

-NOTE: In research work discussed in this article, comrades who also took
par Included Zeng Li-zhi, An Ju-cai, Yang Hul-qin, Ma Dong-ming, Du Ge,
Zang Ji-hua and Li Feng-lan.

291



Figure 4 is the circumferential spectrum of total pressure

of total pressure of engine intake cross-section. The points in

the figure which are connected by a solid line go to make up a

spectrum of the overall pressure produced by the interference

of the 1 x 36 mesh net, the index of distortion D is 17.3%

after the air flow is interfered with by the 3 x 36 mesh net.

On the illustration, the tooth shape is caused by the

influence of the supporting frame.

,.1 0.99

Figure 3. Pressure spectrum of the intake

of the engine.
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Figure 4. Circumferential spectrum of total

pressure of cross-section of intake in engine:

1) distortion net; 2) circumferential angle 0.

292a



/0
-0.1

-0.2 3 X36

0 60 120 180 240 2 300 360

" A

Figure 5. Static pressure distortion spectrum for a
cross-section of intake of the engine: 1) distortion
net; 2) circumferential angle 8.
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Figure 6. Circumferential distortion spectrum of the axial
speed after mesh: 1) distortion net or mesh; 2) circumfer-
ential direction e.

Figure 5 is a static pressure circumferential distortion spec-

trum for the intake of the engine. (This type of static pres-
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sure circumferential distortion is caused by the tendency

to homogenize the flow speeds of the two areas of flow that

enter the intake of the engine compressor and are caused by

the difference in the degree of suction which high pressure

areas and low pressure areas have exerted on them by the

compressor.) Air flow in low speed area of distortion in-

creases in speed, and the static pressure falls; high speed

"clean" or "pure" area of air flow reduces its speed, and its

static pressure goes up; this set of changes forms a static

pressure circumferential distortion.

Figure 6 is an axial speed circumferential distortion

spectrum, taken after the distortion net has done its work.

The-values which are put out in the illustration are mea-

sured against the angle B of the intake air flow as it comes

in contact with the blades of the compressor wheel or disc.

2. Passage of Distortions Through the Compressor

Figures 7, 8 and 9, respectively, present the circum-

ferential distributions of total temperature, total pressure

and wall surface static pressure for various average radii

of compressor exhaust. It is possible to anticipate that' the

effects of the grid net or mesh will not produce total tem-

perature distortions in the intake of the compressor; however,

the distortions in total pressure which are produced after

the net or mesh has done its work cause the compressor to add

different amounts of power to different fan-shaped areas of the

air flow, and this leads to various types 'of total temperature

distortions in the exhaust (Figure 8.) From Figure 7 and

Figure 8, can-be-seenthat after the air flow passes through

the first stage of the compressor, the distribution of the

total pressure becomes an asymmetrical one; when the temperature

distribution curve on the blades of the compressor wheel or disc
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leaves the area of low pressure, one obtains a "peak", and

when the curve enters an area of low pressure, one obtains a

"trough" or "valley." The appearance of the asymmetrical

curves and the peaks and valleys or troughs we have just

mentioned is primarily due to the effects of the lateral

flow from areas of high pressure to areas of low pressure in

the circumferential direction and to the effects of irregular

flows of air. Because of the fact that in places where the

blades of the compressor leave areas of low pressure the

lateral flow and the circumferential speed of the c6mpressor

wheel or disc are in the opposite direction, there is a corres-

ponding reduction in the size of the angle of the air flow;

the attack angle is enlarged; the amount of power injected

into the air flow from the compressor is enlarged; and the

total temperature becomes relatively higher. To put it another

way, in places where the blade of the compressor wheel or
disc enters areas of low pressure, the direction of the

flow of the lateral air currents and the circumferential speed

of the wheel or disc are the same; the angle of attack is reduced

in size; the amount of power which is added is reduced in size,

and, therefore, the total temperature is relatively lower.

Besides this, in a distorted flow field, what the blades of

the compressor wheel or disc actually encounter is a periodi-

cally oscillating angle of attack of the air flow; moreover, the

effect which the lift from the wing shape has on the oscillating

angle of attack has in it what is called a "delayed" or "lag-

ging" effect; this type of effect is even more pronounced in

areas where high pressure and low pressure meet (where the

angle of attack has been enlarged); the influence which these

effects have on the amount of power which the compressor adds

to the air flow going through it is very good, as is the

influence of the lateral flows discussed previously; there-

fore, the influence or effects of irregular air flows may

also be a possible reason for the appearance of peaks and

troughs or valleys.
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Figure 7. Circumferentilal distribut ion of total pressure
for the exhausts of the various stages of the cornpressorz
1) layer; 2) eye mesh; 3) over'load range or coverage.
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Figure 8. Circumnferential. distribution of the static
*pressure in the exhausts of various stages off the com-
pressor: 1) layer; 2) eye nesh; 3) overload coverage of
range.

From Figure 9, it can be seen that after the static
pressure distortion in the intake of the compressor has passed

through the compressor, the static pressure in the intake of

the compressor has a tendency to even itself out. In the five
types of representative situations which were measured in these

experiments, the degrees off unevenness in the static pressure
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readings in the intake of the compressor were all already

within the range of deviation or error. If one considers the

fact that there is a relatively large amount of free space

behind the compressor, then it is possible to understand the

principles behind the circumferential evenness in the static

pressure of the intake.

Figure a

Aon the basis of the location of the peak values in the

total temperature curve for the exhausts of the various stages

of the compressor, it is possible to see that in the compressor

stages 1 - 7, when the air flow is passing through the

various stages of the compressor there is an angular shift

of a definite number of degrees in the same direction in

which the compressor wheel or disc is turning. The direction

and magnitude in the angular shift or turning in the air flow

are primarily determined by the stopover time during which the

air flow is passing through the compressor blades and the

direction of the air flow in the interval between the various

stages of the compressor; the former is the cause for the

shifting or turning of the air flow in the same direction

as the compressor wheel or disc is already turning, and the

latter is related to the direction of the air flow in the

intake and the exhaust of the compressor. In the engine used

for these experiments, the installation angles for the stator

blades in compressor stages 7, 8 and 9 were, respectively,

91016 ', 97043' and 900. In the two compressor stages 7, 8

one finds a reverse deflection; on top of this, one can add

the facts that several latter stages of the compressor have

blade arc lengths which are relatively short, and that the

encounter time during which the air flow is passing through

the compressor blades is brief. Because of these factors, it

is possible for the air flow not to be turned in the way we

have described or even to twist around in the opposite direc-

tion. The location of the peak values for total pressure in

298



S.7' 0 ,a 0- 0

I V ,4.6

'4.5
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Figur'e 9. Circumfterential. distribution of total teqpera-
tiure for exbausts of various stages of the comrpressor:
1) Layer; 2) eye nash; 3) overload or coverage range.
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the last two stages in Figure 8 seems to reflect the tendency

to have a turning in the opposite direction to the one which

had been the case before.

-- ------ -,.

-A W- 0. -. i S' 6

Figure 10. Degree of distortion in total
pressure in exhausts of various compressor
stages: 2) three layer; 3) one layer; 4) eye
mesh.

W.0. IA3 N

- x... .. .. .'--"

-- 4

Figure 11. Amplitude of oscillations in total
pressure for exhausts of various stages of the

compressor.
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Figures 10 and 11 show the changes in the degree of

distortion of the total pressure and the amplitude of the

oscillations in the circumferential direction occuring along

the various stages of the compressc-. If we analyze Figure 10,

we discover that within our experi.. ntal range even though

the degrees of distortion in the intake of the compressor are

not all the same, after the air flow has passed through the-

numerous stages and has been attenuated, the degree of dis-- --

tortion in the total pressure in the exhaust of the compres- -..........

sor'does not differ greatly from other exhaust value s. - (-In --

all of five tries which were done on this experiment, -the

results for the degree of total pressure distortion were all

within a 1 - 2% range.) If we carry this further, then, --

it can be seen that after the air flow has gone through the

first several stages, the degree of distortion has already . . .

been greatly attenuated. Obviously, if these principles-- ........

govern the attenuation of distortion in this engine, this sort

of engine will have a relatively high capability for resist-

ing distortion in medium and high operational (rotational)

speed ranges.

Figure 11 shows a set of curves which are relatively

complicated; as far as the amplitude of circumferential

oscillation in the values for the total pressure is con-

cerned, the first stage has an obvious enlarging effect; the

middle stages have enlarging effects in some cases and reducing

effects in others; the stages numbered eight and nine have

relatively obvious attenuating effects.

III. INFLUENCE OF INTAKE DISTORTION

ON PERFORMANCE OF ENGINE COMPRESSORS

Figure 12 deals with the influence that intake distor-

tion has on the performance of engine compressors when the
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compressors with so-called "clean" intakes). From the illus-

tration, it can be seen that the pressure ratio for the operation

of the secondary or sub-compressor with the deformed intake

has already greatly exceeded the pressure ratio for the stable

state stall speed. Moreover, the pressure ratios encountered

in the operation of the secondary or sub-compressors with the

clean or undeformed intake are all much, much lower than the

operating pressure ratios which they alternately pass through

areas of deformation and areas which are "clean" or "pure" of

deformation, so to spbak. The size of the angle of attack

of the air flow as it passes over the blade of the turbine

wheel or disc also alternates. In this sort of unstable

or irregular situation, the interference with the dynamic

stall speed causes the angle of attack for the dynamic stall

speed to exceed the angle of attack for the stable state

stall speed. This is precisely the main reason that the opera-

ting pressure ratios for secondary or sub-compressors with

deformed intakes exceed the stable state stall speed pressure

ratios. 1A 3

7.Al
kf 6

3X36 1 X36 \H

6.0

5.0! 0.7 0. .9 S - 1.0

, IX3 M, I

Figure 13. Compressor characteristics for engine with de-
formed intake and two secondary or sub-copressors: 1) surge
point; 2) measurement point; 3) testing of the equipment as a
whole; 4) secondary or sub-compressor with deformed intake;
5) secondary or sub-compressor with a "clean" or undeformed
intake; 6) average values.
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As it can be seen very clearly from Fig, ,s 12 and

13, the theoretical third stage for operation of parallel

compressors (appendix 1) does not fit this example.

IV. INFLUENCE OF REDUCTION IN EXHAUST AREA

OF.THE TURBINE IN GUIDE CONFIGURATION I ON THE PER-

FORMANCE OF COMPRESSORS INVOLVED

Figure 14 shows the changes in engine compressor per-

formance for a 12% reduction in exhaust area of the turbine

in guide configuration I. This reduction in the area in

guide configuration I causes the operating point of the

engine to move up, and, at the same time, causes the line de-

fined by equal rotational speeds of the compressor to move

to the left and to become flattened. The lower the rota-

tional'speed, the more severe the degree of flattening of

the curve, and this trend continues even to the point where one

sees a branching off to the left from a curve defined by

equal speeds of rotation and with a rate of slope that is

perpendicular.

Because one does see a movement to the left by the line

or curve defined by eqrial values for the speed of rotation,

and the operating point comes close to the stall curve, the

stall speed margin for the compressor in question takes an

obvious downturn. The stall speed margins which are figures

on the basis of SM2 changes as shown below:

Pi2 sm 1M ' SMSM1
1.0 18.7% 8.7% 10.0%
0.9 15.6% 9.4% 6.2%
0.87 15.2% 10.0% 5.2%

Key: 1) Original form of S'2; 2) S after reduced,

Guide Configuration I. 2
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One can see that the reduction in the area of the

exhaust with guide configuration I causes the stall speed

margin to be reduced, and the higher the rotational speed,

the larger the losses in the stall speed margin.

- Stwi 2

1. *iE/ *,4

- I l.

.0.933

* \0.9

0. 87 017
/

5.0 0.7 0.8 0.9 1.0

Figure 14. Influence of a reduction of 12% in an area
of exhaust in guide configuration I on compressor per-
formance: 1) engine, as a whole; 2) all-component test;
3) small vane I configuration; 4) regularly measured value
for sall vane or guide I configuration; 6) surge point;
7) stall line for an all-component test; 8) H jet nozzle.

V. INFLUENCE OF INTAKE DISTORTION ON UNSTABLE STATE OF ENGINE

Figure 15 is a history over time of certain quantities

when the engine involved is operating at 87% of the rotational

speed for which it was designed, the area of the exhaust in

guide configuration I is reduced 12%, and there is no intake

306



-~~~ -------

T's'

Figure 16. Record over t ire of' th ale f'P ad

duga surge with a o 180e exhustia 1f x 36id ey
cnfgunetin rue -b 12sec; 2) ti e;2 tre

P307



distortion. The engine in question also experiences a surge.

The quantities measured under these conditions are: the over-

all pressure of the compressor exhaust p*; static pressure in

the measured section of the flow pg; and the overall tempera-

ture of the compressor exhaust T*. From the figure, it can
2

be clearly seen that when surge begins, the sharply pointed

wave which is produced reaches the measured section of the

flow in a very short period of time (approximately 6 -8 msec);

when this happens, p reaches a peak value.

Figure 16 is a history over time of certain quantities

when the engine involved is operating at 90% of the rotational

speed for which it was designed. There is a standard area of

exhaust for a guide vane I configuration. The intake being

used is equipped with a 1800 circumferential 1 x 36 eye mesh

distortion net. The engine in question also experiences surge.

Quantities measured under these conditions are the total pressure

of the exhaust .of the compressor p* and the static pressure of

the measured section of the flow p . Due to the drag of the

distortion net, the sharply pointed wave which is produced

when the surge occurs is already greatly attenuated by the

time it reaches the measured section of the flow. The pg

curve still shows a reaction to the arrival of this wave. How-

ever, the peak has already disappeared. Figures 17a and 17b

are photographs taken under the types of conditions described

previously; i.e., the two measured quantities ase p.2 and1 2
P*'3. The sudden increase which takes place in the value of

the curves of Figure18 before these same curves suddenly dip

is explained by the fact that the stage of the compressor

which is involved here was in front of the stage which caused

the surge.

Figure 19 is a record over time of certain quantities

measured when the engine in question was operating at 90% of

the rotational speed for which it was designed. There was a
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Figure 17. Photographs of the 1800 circumferential 1 x 36
eye nesh distortion nets which were blown back by the
sharply pointed wave which was generated during a surge.

standard area for the exhaust in a guide vane I configura-

tion, and the intake was equipped with a 1800 circumferential

3 x 36 -eye mesh distortion net; the engine involved was ex-

periencing a surge at the time of measurement in addition to

the other conditions mentioned. The quantities measured

were: overall pressure in the compressor exhaustP 2 *; the

static pressure p measured in the measured section of the

flow; and overall temperature T 2 in the exhaust of the com-
pressor involved. Figure 20 is a record over time of the

total pressure p* between compressor (i.e., the exhausts of

stages 1, 2, 3 and 4 of the compressor involved) stages.

From the figure, it is possible to see clearly that-when

the engine involved experiences surging, then rotational

stall occurs in parts of the cycle of the compressor. Con-

cerning this point, the dynamic parameters between the differ-

ent stages of the compressor point out even more clearly

the following: in the range of low frequency amplitude

values in the oscillation cycle, one finds rotational stall

at approximately 70 Hertz (about 45% rotational speed). Con-

cerning the record over time of the total temperature in the

exhaust T2 *after surging takes place, one also finds rotational
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stall at a frequency of 70 Hertz. The overall pressure pul-

sations between the different stages of the compressor also

very clearly show that the total pressure suddenly goes up

before surging; this fact explains the fact that the surge

begins in the rear stage of the compressor.

2 P,.1 , P1.2*, Px.a" P1.4 faY

Figure 20. Record over time of the values ofAa 1800
circumferential 3 x 36 eye mesh net and surge occur-
ring: 1) sec; 2) time.

1;

;- 0.61 __

Figure 21. Record over time of the values of

P,. 0,.,* P.3*. P* aid T,* when the upper stall point is experi-

encing stall. 1) time.
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Figures 21 and 22 are respectively record over time

the values of pt, p .j, P?.,, Pe and T; when there is no

intake net and the rotational stall speeds are 69% and 49%

(i.e., the upper and lower points at which stall occurs).

Both are rotational stalls. According to what was shown by

the re-ults of a B& K 3347 frequency spectrum analysis and -a-

JFF-8AJ-B real time numerical data analyzer analysis, the

frequencies for the two respective cases were rotational

speeds of 46% and 45% [6]. From the figures it is possible

to see that the second stage is the one in which the stall

for the whole compressor and engine begins.

[TRANSLATOR NOTE: Illegible foreign paragraph.]

@-.4g

Figure 22. Record over tire of the values of p, Pi.?. P.?. P*

and T, when there is a stall at the lower stall

point. (1) time.
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VI. CONCLUSIONS

1. Capabilities of compressors of this type of

turbojet engine are not only determined by the capabilities

or characteristics of the components of the compressor. They

are also determined by the structural arrangement and actual

situation of other components in the system of the compressor.

Given that the rotational speeds stay the same, a distortion

in the intake causes the line determined by equal values of

rotational speed to move toward the left and flatten. The

larger the distortion, the more severe the degree of the reduc-

tion in the exhaust area of a turbine in the guide vane. Con-

figuration I also causes the line which is defined by equal

values of rotational speed to move left and flatten. The

degree of flattening which is the result of this cause is

more severe than that which is caused by the influence of the

intake distortion.

2. The appearance of unstable state conditions in the

stall curve of the compressors of turbojet engines is not only

dependent on the volumes of the combustion chambers of the

engines involved and the rotational speed of those engines.

It is also dependent on the actual set-up of the system of

the compressor with which one is dealing. When one is dea'ling

with moderate and low speeds of rotation values in the curves

being examined (such as the upper and lower stall speed points

mentioned in reference 6) then, even though one finds rotational

stall, there is no accompanying surge. When one is dealing

with high speeds of rotation (such as 90% of the rotational

speeds for which the engines involved were designed), even

though one observes surge, different systems give rise to

different forms of surge. 3x36 eye mesh gives rise to surge

with a classic form. A system in which the area of the guide

vanes has been reduced by 12% will give rise to the appearance

of a deep surging mode.
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3. Intake distortiQns cause the engines in question to

have their stall speed margins drop substantially and cause an

increase varying directly with the degree of the distortion.

The reason for this is the leftward movement of the line defined

by equal values of the rotating speed curve and the effect that

this movement has on the operating point of the engine in the

experiment as that point and the rotating speed curve get close

to the stall speed curve. A reduction in the area of the turbine

wheel or disc also causes the stall margin of the engine to go

down, similar to the distortion of the intake, when in a guide

vane I configuration.

4. The 1 x 36 and 3 x 36 eye mesh intake distortion

nets which were used in these experiments in a 1800 circumferen-

tial mode successfully produced a close approximation to a

square wave form in the overall pressure spectra involved.

The rotatable interference net structures and the movable

stopper-type tail cones which were used during these tests

are all thoroughly workable in practical terms.

5. When engines involved in the tests were operated

with a 3 x 36 eye mesh net for distortion purposes at 90% of

the rotational speed for which the engines were designed,

i.e., D = 0.173, and the rotational speed was then increased

to 93.3% of the design rotational speed, the engines involved

still did not give rise to any instability phenomena.
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APPENDIX

1. Basic Principles of Parallel or Coordinate Compressors [8J.

Assumptions concerning parallel or coordinate com-

pressors: (1) a compressor with a deformed intake can be

seen to be made up from two secondary or sub-compressors

unrelated to each other -- one with a "clean" or undeformed

intake, and the other with a deformed intake; (2) the exhausts

of the two secondary or sub-compressors are so arranged that their

exhaust gases are evenly emptied into a common area or volume,

and the static pressures of the exhausts of the two secondary

or sub-compressors are equal; (3) both the secondary or sub-

compressors obey the rules which are characteristic of stable

state compressors; however, when the pressure ratio of the

secondary or sub-compressor with the deformed intake reaches

the pressure ratio which corresponds to a stall, the compressor

as a whole stalls (or experiences a stall).
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2. Stall Margin Formulas.

1. Stall margin as defined by the pressure ratio:

SM, =! -- Z9 X 00

2. Stall margin as defined by the pressure ratio

and the ratio of the values for the amount of flow:

SM, ( l G2)9 - (x/Gx) e

In these equation, the subscript "9" represents the

parameter for the operating point.
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Summary

A Preliminary Experimental investigation of the

Response of a Turbojet Engine to Inlet Pressure-
Distortion

Chen Fuqun, Tang Diyi, Hu Zilong, Li Wenlan, Yu Jindi,

Wu Xinyuan, Zhao Jueliang, Lin Qixun, Wang Zongyuan,

Liu Sihong, You Shaokun, Cong Mengzi, etc.

In this paper, preliminary experimental results about the effect of inlet

pressure distortion on the characteristics and instability of the axial com.
pressor of a turbojet engine are presented. The experiments have been con.
ducted on the test bed on a turbojet engine with a 9.stage compressor, whose

first stage is transonic. The tests have been run for each of the following

cases:
(1) at 90% design speed with 180" triple.deck 36 mesh screen in front of

the engine inlet, i.e., 3X36 mesh;

(2) at 90% design speed with 180* single.deck 36 mesh screen, i. e, 1 X 36
mesh;

(3) at 90% design speed with "clean" inlet*

(4) at 87% design speed with a decrease of about 12% of the first stage

turbine nozzle exit area, i.e.. AAr,.= - 12%.
A comparison between the results from tests with or without inlet distor.

tion shows that the inlet pressure distortion affects not only the stall line
but also the shape and position of constant speed lines of the compressor.

Inlet pressure distortion shifts the speed lines leftward and causes it to

become flat in shape. The effect of the decrease in the -irst stage turbine

nozzle exit area is similar to that of inlet pressure distortion.

The restlts from the interstage measurements in the compressor show

that the degree of flow distortion increases in the first stage and decays

rapidly in the following stages, especially in the 2nd, 3rd, and 4th stages.

From the analysis of the behavior of instability which occurs on the stall

line of the engine compressor tested, it is found that in the case of 3x36
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mesh screen, the surge produced is of a classical mode in which flow oscillates

with large amplitudes and during a portion of the cycle there exists a ro.

tating stall; and that in the case of decrease in turbine nozzle area. the

surge produced is of a deep surge mode.

From the results it can also be seen that in the case of 3X36 mesh

screen ( distortion index = ?Pi,-/ =O.1'3 at 90%Y design speed), there

is no occurrence of instability when the engine is Accelerated up to 93.3%
design speed.
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THE MEASUREMENT AND ANALYSIS OF STATION PARAMETERS OF A

TURBOJET ENGINE

Dong Qui-ting, Zhao Jue-liang, Liu Si-hong, Wu Xin-yuan,

Hu Zi-long, Cong Meng-zi, Lin Qi-xun, Wang Zong-yuan, You

Shao-kin, Zheng Li-zhi

TABLE OF SYMBOLS

T Absolute Temperature T Turbine or fuel

t Celsius Temperature C Jet Tail Pipe

P Pressure B Air

n Rotational Speed r Burned Gasses

G Amount of Flow cor Recomputed for Standard

Pressure Increase Ratio Atmospheric Conditions

or Expansion Ratio in Intake Nozzle

a Total Pressure Recovery K Compressor or Specific

Coefficient Heat Ratio

n Efficiency max Maximum

Coefficient of Thermal min Minimum

Radiation 1 Cross Section of Compre-

R Thrust or Gas Constant ssor Intake

Cr Fuel Comsumption Rate 2 Cross Section of Turbine

D Diameter Intake

F Area 3 Cross Section of Turbine

qt Injection Angle for the Exhaust

Amount of Fuel Per Kg of 4 Cross Section of the Jet

Air Per Sec Tail Pipe

0 Boundary Conditions 5 (Critical Angle Markers)

a Measured Cross Section * Blockage Values

of the Flow - Corresponding Values

KC Combustion Chanber
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I. THE OBJECTIVES AND CONTENTS OF THE EXPERIMENTS

The objective of the experiments was, by means of measure-

ments of the various characteristic cross sections of flow

fields as well as of aerodynamic parameters, station parameters,

the loss parameters for various components, and so on, to get

a firm grasp of the station parameter flow states and character-

istics of the engines concerned, to investigate the influence

of aerodynamic states on the various types of parameters and

the performance of the engines involved, to find effective

means by which to raise the performance of the turbojet engines

involved, and, at the same time, to take a step in the direc-

tion of improving the experimental or measurement technology

available for the investigation of engines as they operate as

a wh-le. The plan for the experir nts was:

1. Measure the design states for the various character-

istic cross sections of flow fields for-an engine as well as

the aerodynamic parameters, the process parameters for the

engine and the loss parameters for the various components of

the engine;

2. Measure the influence of intake conditions on the

various types of parameters in the engine;

3. Measure the situation in which the various parameters

being measured change with variations in the rotational speed,

the air release or escape system or the adjustment of the

cross sections of the engine under consideration.

II. THE ENGINES

The engine type which was used in these experiments was a

standard type, single axis turbojet engine. During the entire

320



process of experimentation, the area of the turbine guide

vane apparatuses was maintained invariable. During the entire

process of experimentation, the capabilities of the engines

were always up to standard. These engines included such

features as a nine-stage axial flow compressor which also has

mounted on it a two-stage turbine on the same axis, a tube com-

bustion chamber composed of ten flame tubes, an afterburner

or thrust augmentation combustion chamber and a jet tail pipe

which can be operated in such away that it can restrain the

exhaust in certain ways. Aft of the fifth stage of the com-

pressor, the engine ty.pe under consideration has an automatic

air release structure. During when the engine is running at

low rotational speeds, the air release automatically opens pre-

venting the occurrence of a surge.

III. CHANGES IN THE EQUIPMENT ON THE ENGINES

In order to be suited to the needs of these experiments,

the engines were changed in quite a few instances. In the

intake, aft of the full flow cap or cover, there was installed

a 100 mm long section of round tubing in order to measure the

amount of flow in the engine. In the front edge of each of

the eight hollow blades of the turbine guide vane apparatus in

the first stage of the turbine, there were opened seven small

holes, and in these holes there were installed needles for the

measurement of the total pressure. Aft of the turbines, the

ten pre-fuel Jet nozzles and pre-combustion chamber which

were found on the afterburner or thrust augmentation diffuser

casing were all eliminated, and use was made of the cavities

of rectification panels and diffusion apparatuses for the

installation of gear wheel transmission structures, and these

structures can be changed to function as rotational devices

for measuring temperature and for the measurement of the tem-

perature after the turbine in operating configurations which do

not involve the afterburners.
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IV. THE MEASUREMENT POINTS AND THE INSTRUMENTS TAKING

THE MEASUREMENTS

The measurement point arrangement for the entire course of

the flow through the engine is as shown in Figure 1.

d I I

0 ?

- 2-2 3-3 4 .- .
5-5

Figure 1. Arrangement of the Measurement Points Throughout
the Entire Course of the Flow of This Turbinejet Engine.

The measurement sensors, the instrumentation, and the

number of measurement points in the various characteristic

cross sections of the engine are as shown'in Table 1.

IV. RESULTS AND DISCUSSION

1. The Amount of Flow Through the Engine

The amount of flow through the engine is determined by

the flow speed method. The total pressure field is measured

and determined by the use of four comb-type total pressure
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Table 1
The Number of the Parameter Measurement Points for the Various Cross

Sections and the Sensors and Instrumentation Employed
(key, previous page)
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Key: 1. Table 1, 2. The Number of the Parameter Measurement
Points for the Various Cross Sections and the Sensors and
Instrumentation Employed, 3. Objective of The Testing, 4. Sensors,
5. Instruments, 6. Cross Section, 7. Parameters, 8. Nomenclature,
9. Numerical Amount, 10. Method, 11. Number of Measurement Points,
12. Type, 13. Number, 14. Remarks, 15. A Platinum Electrical
Resistance Temoerature Gauge, 16. Specified Point, 17. Automatic
Balance XQCS0.BA,- 00--a , 18. Thermocouple, 19. Sr ecified
Point, 20. 4 Thermocouples and Two-Way Connections Between Those
Thermocouales and T*, 21. An Atmospheric Pressure Gauge, 22. Speci-

fied Point, 23. Fu Ting Type, 24. 15 Point Comb-type Overall
Pressure Tube, 25. Taking an Interval of 22.50 Between Each Measure-
ment, 26. Outside Wall Static Pressure Hole, 27. A U-shaped Tube
with a Water Column, 28, Pressure Tubes of the Same-Diameter Set
Next to Each Other, 29. Internal Wall Static Pressure Hole, 30.
15 Point Overall Pressure Consumption, 31. Circumferential Distri-
bution Behind the Rectifier Panels or Blades, 32. 15 Point Comb-
type Total Pressure Tube, 33. Specific Point, 34. U-shaped Tube
With a Water Column, 35. Radial Distribution Behind the Rectifica-
tion Plates or Panels, 36. 9 Point Overall Temperature Consumption
or Utilization, 37. Four Locations of Radial Movement s, 38. Auto-
matic Balance XWC04E0-20mV1zpt. 39. 10 Point Overall Pressure
Consumption or Use. 40. Four Locations of Radial Movement, 41. SYD-I
Pressure Sensor and Transmitter and XJ-100 Roving Test Instrument,
42. -Three Hole Needle, 43. Four Locations of Radial Movement, 44.
Same as Above, 45. External Wall Static Pressure Hole, 46. Specified
Point, 47. External, 48. Between Stages, 49. 7 Point Total Tempera-
ture Tube on the Leading Edge of a Vane, 50. XJ-100 Moving Test
Instrument, 51. 5 Point Comb Type Thermocouple, 52. 7 Point Comb-
type Total Pressure Tube, 53. A Measurement Taken Every _6 of Rota-
tion, 54. Automatic Balance XWC200/A.XWC300.EU-2.400-900t 55. Each 1, 56. Total
Temperature Thermocouple, 57. Radial Hor-zontal Sweep, 58. Analog
Computer, SE2000 Ultra-violet Recording Instrument, 59. 6 Point
Comb-type Overall Pressure Tube, 60. Specified Points (Distribution
Along a Diameter), 61. Boundary Thermocouple, 62. Boundary Overall
Pressure Measurement Gauge, 63. Interior.
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measuring tubes or needles with 15 points each. With considera-

tion given to the boundary layers on the surfaces of the inter-

ior and exterior walls, the designers artifically took the path-

way of the engine and divided it into three circular surfaces.

The thicknesses of each of the interior and exterior surfaces

were all taken as 15 mm, and each of these surfaces had dis-

tributed on it five measurement points. The five measurement

points on the surfaces in the middle are all distributed on the

basis of a numerical integration method. The circumferential

field is measured and determined by measurements of sections of

the flow which are measured each time the field is rotated

another interval of 22.50. The average total pressure for the

entire cross section involved is solved for by using the basis

of the area involved. The results of these measurements show

that the degree of unevenness between the measured pressure

values for single points and the average values is, at its cir-

cumferential maximum, not greater than 0.1%; the thicknesses of

the boundary layers on the interior and exterior wall surfaces

were respectively approximately 3mm to 10mm.

On the interior and exterior walls of the measured section

of the flow, there were made at evenly separated intervals

four holes for taking measurements of the static pressure on

the wall. Due to interference between the rectifier guides or

vanes and the intake cover, the static pressure field is twis-

ted. Through the use of measurements made by the use of five

comb-type three hole needles set at inclined angles, it was

learned that the degree of uneveness in the circumferential

static pressure on the exterior wall surface was 1.6%, and

the corresponding figure for the interior wall was 1.2%; the

degree of uneveness of the static pressure along a radial

direction at a place on the panel involved was 1.6%, and the

corresponding measurement at a place between two of the panels

was 1.7%. The angles of deflection of the air flow in a shear

direction and an axial direction were respectively capable of
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reaching the values of 50 and 2.50 . Because of this fact,

only making measurements of the static pressure on the wall

surfaces is nct usually enough. However, if one is considering

the case of the sort of turbojet: engine which is involved in

these experiments, then, if one takes the static pressure holes

in the surface of the walls and puts them between two of the

rectifier panels, that is to say, if one carries out measure-

ments at 450, then, it is possible to get relatively satis-

factory results. The measured values and the average static

pressure values which were obtained by measurements using the

three hold needles set at inclined angles only differed with

each other by 0.05%.

II. THE EFFICIENCY AND PRESSURE INCREASE RATIO OF THE

COMPRESSORS INVOLVED.

When one is making measurements to determine the total

pressure of the intake of the compressors involved in these

tests, fifteen point comb-type total pressure measurement

needles are used in order to measure the boundary layers. Also

a fifteen point total pressure rake is used to make measure-

ments to determine the nature of the wake of the rectifier

panels (see Figure 2).

Figure 2. A Chart of the Wake of a Rectifier Panel in Cross

Section.
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Figure 3. An Illustration of the Locations at which the
Compressor Exhausts Were Measured.

The efficiency of the compressors involved is measured

by the use of the temperature rise method. At the three loca-

tions A, B, and C in the exhaust of the compressor being

measured as those locations are shown in Figure 3 which appears

above, respective use is made of nine point total temperature

rakes which are capable of automatically moving in the radial

direction, ten point total pressure rakes as well as three

hole needles in order to measure the distribution of the T,

2 and P2 values which correspond to grooves in the exhaust.

The positions at which the measurement points are placed along

the radial axi3 are determined by taking the exhaust cross-

section of the compressor involved and dividing it up into four

equal round surfaces. Onthe basis of a numerical integration

method precise determinations are made for four of the measure-

ments. Measurements of the rise in temperature in a compressor

involve the use of four T* thermoelectric thermocouples placed

together which have the same return circuit resistances. A

temperature measuring circuit from the conversion switch inside

the instrument is used. Point-by-point correlation of the T*

temperature values from the temperature rake is performed.

The total temperature and pressure distributions which

were obtained by measurements of the cross sections of the

compressor exhausts are as shown in Figure 4 and Figure 5. It

can be seen from the figures that the special characteristics

of the temperature distribution of the exhaust of the compressor

along the (one character unreadable) are that the area of the
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wake is higher than the area of the main flow from the point

of view of temperature, and the area of the blade "basin" is

higher in temperature than is the back of the blades. The

principles which govern the distribution of total pressure are

the precise opposite of these. The maximum differential value

between the wake area of flow and the main area of flow, in

terms of total temperature, can reach 4% of the temperature

rise of the compressor. The total pressure can reach 7% of the

average pressure. The special characteristic of the distri-

bution in .radial direction is the fact that the blade .tips

and the blade bases have high total temperatures and low total

pressures, but the middle portion of the blades have high total

pressures and low total temperatures at the same times. These

characteristics simply illustrate how the efficiency of the

compressor changes as one moves in a radial direction. (See

Table 2).

In order to make observations of the circumferential flow

field of the exhaust of the compressor, one needs to make use,

respectively, of three of the total pressure rakes or three

of the total temperature rakes as shown in positions A, B, and

C in Figure 3. These all need to be used at the same time to

measure the total temperature and pressure. The results of

such measurements show that, due to the situation in which the

intake comes in through various troughs and the existence of

defects in the precision of the workmanship, the fit of the

various stages of the compressor in relationship to the stages

in front and behind and such factors as the back pressure of the

flame tubes, there can be a difference between the average

values for the aerodynamic parameters along the grid distance

of different troughs on the same blade. The largest deviation

in the total temperature reaches 3% of the rise in temperature

of the compressor, and the maximum deviation in the total

pressure reaches 8% of the average total pressure. Because of

this, when one is taking measurements of the average total tem-

perature and average total temperature in the exhaust of a
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compressor, besides the fact that one should, on the basis of

wake theory, give very careful attention to the measurement of

the total temperature and total pressure in the exhaust or
exit of a trough, one should also give attention to the precise
measurement and correction of the degree of uneveness in the

circumferential direction.
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Figure 4. The Distribution of T* and P .along the Grid
Distance.2 2
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Aft of the grid,sensors were installed which will form

a stopper or blockage. In order to study the influence of

the blockage of the total temperature rake and the total

pressure rake,use was made respectively of single point thermo-

couples which are capable of moving in the circumferential

and radial direction and of single point total pressure measure-

ment needles in order to carry out comparative experiments.

If we now take total temperature as an example, we may make

use of the results of the comparative experiments which are

shown in Table 3 and Table 4.

Table 2. Changes in the Efficiency of Compressors
Along the Radial Direction

Radial Direction
Position I I

"ii 0.774 J 0.82T 0.835 0.782

Table 3. The Influence of the Blockage on the Amount
Value of T*

2

A _____
4 Aigoua 3i*s

_ -0.1 1.4 1 0 3. 0 o1 .oo0

3.3 1. -. 3.6 . 0__.2 .4- 0-.6 0.6 00

I7.0 1. 2 1.3 5.6 8.1 0.21 0.7 0.9 0.31 0.09

8.4 1.2 1.21 9.0 11.4 0.2j 1.0 1.2 03 0.16

12 1 j~20 j -38 12 10

d1i - !o., 0Zo. 2ulo . 25Io.0oI -0.-

Key: 2. Radial Direction Position, 3. Rake, 4. Single or Unit,
5. Local Blockage of the Total TeMperature Rake, 6. Local
Blockage of the Single Point Thermocouple, 7. Passage Block,
8. Cover, 9. Casing, 10. Rod, 11. Single Point.
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From the tables it can be seen that the blockage of the

total temperature rake will cause the value for the amount of

T* to go up, and there will also be tendencies to add to the

width of the wake and to increase the twist of the distribution.

This is because the blockage aft of the grid not only reduces

the areas of passage, it also raises the corresponding back

pressure in the exhaust of the trough; because of this, there

is a reduction in the amount of flow through the corresponding

trough and an increase in the a ount of power added; there is

also an increase in the value of the amount of T* Besides

this, the reduction in the amount of flow causes an increase

in the angle of attack at the location where the flow meets

or enters the turbine wheel; at the same time, this points to

the appearance of the slip speed of the dish of the stator

blades and shows that the dish of the stator blades not only

has- a collecting effect on both the wheel wake and the main

flow, but also, due to this, the blockage leads to an increase

in the width of the wake and a twisting of the distribution.

The degree of the blockage is expressed as the ratio of

the area of the cross section of the blocking object and the

area of the corresponding passage, that is to say, the ratio of

the passageway to the blockage. When one is concerned with

local blockages, the simple use of the ratio of the area which

meets the flow of the wind and the area of the trough is not

sufficient. Beyond this, one needs also to reflect the influ-

ences of the distance between the trailing edges of the block-

ing objects and the blades. On the basis of the mechanism

involved in local blockages, the degree of these blockages can

be expressed by using the characteristic dimensions of the

various sensors (such as rod diameter, thickness of shell or

casing, and so on) and weighting the ratio of the areas and

the ratio of the interval distances.
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Due to the fact that the blockage ratio in the passage-

way for the various sensors is always smaller than 1%, it is

possible to ignore the influence of this blockage of the

passageway. However, the local blockages are not easy to

ignore. Experimentation demonstrates that, following increases

in the depth of insertion of the sensors, the values for the

amounts coming from the total temperature rake increase. But

this increase is not continuous. It can be seen that local

blockages from rods have important influences on the situation.

In the same way, the blockage from the total temperature

rake causes an increase in the values of P* and a twisting of

the distribution. When an engine is in a design state, the

blockage cause§ increases in the amounts of these values whose

numerical size can reach 0.8% of the average total temperature

in the exhaust.

In view of the fact that the errors associated with these

blockages belong to a system of errors, it follows that one

should make use of control methods in order to take care of

this defect. Making use of small single point sensors which

are capable of multi-dimensional displacements is one effec-

tive way of reducing the error due to the blockages. However,

one must make corresponding and considerable increases in the

speed with which data is collected and processed in, order to

shorten the time required for experimentation.

In a cross section of the exhaust of a compressor, we can

solve for the average values for each of the various rings

by using the gradation method to figure the average along the

grid distance and then multiply by the appropriate correction

coefficients for circumferentialunevenness. After this, for

four ring sections, corrections can be made according to

quantitative averages and blockage errors; it is then possible

to solve for the average total temperature and not the average

total pressure for the cross sections involved.

331

i i.ll IIII III_ _i_ _-__ _._.. . a ii i -1



III. THE EFFICIENCY AND PRESSURE DROP RATIO OF TURBINES

The total pressure P* in front of a turbine is measured
3

by seven point comb-type total pressure measuring needles

which are placed in position along the forward edges of the

eight hollow blades of the guide vane devices of one stage of

the engine. If one gives thought to the influence which the

boundaries of the flame tubes have, one realizes that the

blades bf the eight guide vane devices are concentrated in

their locations in the exhaust cross sections of two flame

tubes.

The total temperature, T*, in front of the turbine is not

obtained by direct measurement, but is calculated on the basis

of T, which is measured, and in accordance with the equal power

method. The reason for this is that, on the basis of the

principle of the error propagation, it is possible to lower

the requirements for the measuremnt of temperature and to raise

the precision of the measurement of turbine efficiency. For

example, if we start with the fact that the error in the tur-

bine efficiency is < and, ifTwe'mesureI ---r 33 ,  ,ad i 'e e sr

directly, then, if the various errors in quantities are all

distributed equally, the errors in the measurements of T* and
3

Tt will both be impermissible if they are larger than 0%4%.

Obviously, this is very difficult to obtain. However, if one

makes use of the method of figuring T* on the basis os Tt, then

the error in the measurement of T can be allowed to be as

large as 2.1% and still be acceptable.

Figure 6 is the temperature field which was obtained by

measuring Tt. The largest temperature differential in this

field is 280 0C. The largest temperature differential between

the average temperatures in the flame tubes is 480C; it can be

seen from this that the temperature field is very uneven.
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Figure 6. Tt

Because of this, in order to obtain relatively precise measure-

ments of the average total temperatures in the various cross
sections, it is necessary to have an adequate number of

measurement points. However, if one uses too many sensors, this
practice will cause a serious blockage. For example, if use

a ten-arm-five-point comb-type thermocouple in order to carry
out the measurements and we assume that this thermocouple has a
diameter of 10mm, (the blockage ratio in the passageway is
5.7%). This will cause the temperature, T&, to go up approxi-
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mately 20*C. Because of this problem, if one makes use of

rotating structures in order to measure ' , temperatures and

takes as his instrument a three-arm-five-p. nt comb-type

thermocouple which takes one measurement of the temperature

each time it rotates 60 so that measurements are taken at 300

points altogether when the device is put through one cycle,

then, one can get relatively good solutions to this measurement

problem. In order to guarantee the measurement accuracy of Tt,

the thermocouples which are to be used to measure Tt are

designed on the basis of the best design methods for thermo-

couples used to measure total temperature. After having gone

through static state testing as well as standard wind tunnel

-testing and hot wind tunnel testing, these thermocouples have

the finest accuracy in measurement.

R1.m

20
Ja P.

Figure 7. A Chart of the Distribution of Pt/P in Cross
Sections of the Exhaust of Turbines.

For measuring the total pressure, Pt, aft of the turbines,

a seven-point comb-type pressure measurements needles are used

evenly distributed circumferentially on three guide sleeves.

In order to reduce blockage as well as pressure pulsation and

other related phenomena, the total pressure measurement needles

are installed at a point 40mm downstream from the exhaust of

the turbine. If one is thinking about the influence of the

gap between the blade tips, one can artificially divide the

cross section of the exhaust into two rings. There are six

measurement points positioned on the inner ring when using a
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numerical integration method. On the outer ring, there is one

measurement point intended for measuring the total pressure

of the air flow which passes between the blade tips. Experi-

mentation demonstrates that the blade tips have relatively

high total pressures (see Figure 7). When one is measuring

the average total pressure in the exhaust of a turbine, one

should install appropriate measurement points in order to aid

in the analysis of this type of phenomenon. Concerning the

measurement of the quantity, T4, due to the influence of cooled

air which is still present, it is not necessary to take spec-

ial precautions, as it is in the case of such quantities'as

Pt.

IV. THE RECOVERY COEFFICIENT OF TOTAL PRESSURE IN JET

NOZZLES AND AFTERBURNER TEMPERATURES

The exhausts of jet nozzles have special characteristics

such as high speeds, high temperatures and uneven flow fields.

Due to its critical'position, these exhausts are extremely

sensitive to blockages. For example, a blockage ratio which

reaches 2% is capable of causing an increase in the temperature,

T1, of about 201C. Because of this fact, measurements in such

areas use water-cooled, single point thermocouples which are

capable of moving horizontally. Also six-point, water-cooled,

sheathed total pressure measurement needles are used. Measure-

ments of the boundary parameters of jet nozzles are made with

boundary thermocouples and boundary total pressure measure-

ment needles. In order to increase the response of the thermo--

couples, use is made of time-constant, adjustable, analog

computers which carry out inertial compensations. The thermo-

couples of this type pass through a cooling passageway in which,

periodically, there is cooling air sprayed out at the contact

points which do the measuring. This sets up a temperature

gradient or "step", so to speak, and this helps to make

accurate measurements.
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V. THE CHARACTERISTICS OF THE OPERATIONAL SPEED OF THE

ENGINE WHICH IS USED IN THE COMPUTATIONS INVOLVED TN.

CONDUCTING THESE EXPERIMENTS

In order to maintain the dimensions of the engine as

nearly invariable as possible, the experiments about which we

.have been talking were carried out under the ccndition that

the rotational speed of the engine was n-ndesign. During the

testing, the atmospheric temperature changes from 370 C to

1.40C, that is to say that there was a corresponding change in

the rotational speed of the engine as it was used in calcula-

tions of ft=0.966-.023 Within this range, data

recordings for the design location of the jet nozzle were made

40 different times. Moreover, regression was taken into

account.

The various parameters for the engines which were used in

these experiments follow the same principles. as those which

govern the changes in the speed of rotation which is used in

the calculations.

Concerning the aerodynamic parameters for the characteris-

tic cross sections of the various design configurations of the

engine used in the experiments, the principal parameters of

the engine being tested at various points along the course of

the air flow as well as the loss coefficients for the various

components all obey the principles which govern the changes

in the rotational speed of the engine as it is used in the

calculations. These variations are as shown in Figures 8 - 13.
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From Figures 8-13 it can be seen that:

(A) the principles which govern the changes in the para-

meters of the overall course of the flow as well as the aero-

dynamic or gasdynamic parameters for the various characteris-

tic cross sections of the engine being tested are all consis-

tent with a theoretical analysis of the same cross sections.

(8) The efficiencyof the compressors tested varied with

increases and decreases in ncor. When lcor increases from 0.96

to 1.023, then, 1 .decreases from 0.847 to 0.789, that is

to say, a drop of 6%.

(C) The exhaust gas temperature, Tt, and the temperature

of the combustion gases in front of the turbine, T!, follows

the increases and decreases in the rotational speed which is

used in the .calculations. When fi increases from 0.96 toScor
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1.023, then, T* falls from 930.70K to 9 140K, that is to say that

there is a decrease of close to 17 degrees C.

(D) Within the range of these experiments, that is to

say, within the range of o091 , with the exception of

the efficiency of the compressors, the loss coefficients for

the various other components are basically maintained invar-

iable or do not change to any great degree.

_--4\ basically does not change

,7; basically does not change

? changes not more than 0.4%

_-° changes not more than 1.7% -

aw changes not more than. 2.5%"

(E) The results of these experiments shotw_tha _the__

pressure drop ratio of the turbines involved, 4 , remains

basically unchanged within a relatively wide range of changes

in the rotational speeds which are used in the calculations.

VI. THE THROTTLE CHARACTERISTICS OF THE ENGINES

INVOLVED IN THESE EXPERIMENTS

Under conditions close to standard atmospheric temperature

(to = 15.08 - 15.810c), repeated tests were made of the

throttle characteristics of the engines which were involved in

the experiments. Careful measurements were taken and determina-

tions were made of the principles by which the various types of

parameter values of the engines involved vary with changes in

the physical rotation speed. Careful determinations were also

made concerning the air release systems and the influence which

changes in the throttle cross section (that is, the area of

the exhaust of the jet nozz.e) have on the values of the various

parameters mentioned before. The results of the experiments

are as shown in Figures 14 - 19.
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From Figures 14 - 19, we can see that:

(A) The principles by which the values of the various

types of parameters in the engines involved vary with changes

in the physical rotation speed are all consistent with a theo-

retical analysis of the same type of situation.'

(B) In response to a decrease in the speed of rotation,

the efficiency off the compressors involved first increases

until it reaches the boundary of the area in which the effi-

ciency is at its greatest qt, =0.837 ). In the interval

of rotation speeds between n = 9600 - 11000-rev/sec, the

efficiency. of the compressors involved first rises and then

falls. For n = 8000 rev/see, the efficiency keeps right on

dropping very fast.

(C) Unde conditions in which n = 10000 rev/sec or less,

the amount of air flow in the intake of the engine closely

follows the increases in the speed of rotation and ihcreases
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its own value in direct proportion to those increases. After

one gets into the range in which n > 10000 rev/sec, the

increase in the amount of flow slows down. This is due to the

fact that the speed of axial flow in the intake increases,

and the slowing down in the increase in the number q(AJ,

is a result. The opening of the path along which the gases escape

causes the flow rate in the intake to experience a slight

increase.

(D) After one reaches the condition in which n > 10000

rev/sec, the parameters 'am. k. i and a; basically maintain
their values unchanged.

VII. CONCLUSIONS

1; The methods of measurement which were employed during

these experiments as well as the system used to handle the

amounts of flow involved are all capable of satisfying the

accuracy requirements which are involved in research intc the

values of the aerodynamic or gasdynamic parameters of turbine

Jet engines during the whole course of the air flow through

these engines.

2. The flow fields, aerodynamic or gasdynamic parameters,

and the principal process parameters which were measured

during these experiments for the various characteristic cross

sections of the design configurations of the engines being

tested were all accurate and reliable.

3. Providing for engine flow parameters being

measured both when at designed rotational speed and when

air temperature is from 1.4 to 370C and for changing the

rules of the main process parameters and performance

parameters will furnish reliable data by advancing

analytical research a step further.
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Summary

The Measurement and Analysis of

Station Parameters of a Turbojet Engine

Dong Qiuting, Zhao fueliang, Liu Sihong. Wu Xinyuan,

Hu Zilong, Cong Mengzi, Lin Qixun, Wang Zongyuan,

You Shaokun and Zheng Lizhi

This paper presents the experimental schedule, the results and analysis

of parameter measurements of a typical turbojet engine. Firstly, the parame.

ters of flow fields at the characteristic stations of the engine under design

operating conditions are measured, and then by using the data so obtained,

the gasdynamic parameters of the characteristic station, main process parame.

ters, component loss coefficients, and performance of the engine are calcula.

ted. Furthermore the reliability and accuracy of the computed results are

analyzed.

Secondly. the parameters of the characteristic stations of the engine at

design operating speed are observed and recorded, with the relative corrected

speed fe.r varying from 0.96 to 1.023 as a result of changes in ambient

temperature. The corresponding parameters and coefficients of each charac-

teristic station of the engine are plotted as functions of relative corrected

speed ker.

Thirdly, the parameters of the engine under various throttle conditions

are observed and recorded for different speeds, different nozzle areas, 4 nd

with or without compressor bleeding. From these data, altitude-speed perfor.

mance of the engine is calculated and compared with that of approximate

estimation. These results appear to be satisfoctory.

Besides, this paper discusses the rational selection of probe locations to

take due consideration of the peculiarities of flow field and discusses the

selection of the proper method of data processing for obtaining accurate
average station parameters of the engine. In the measurement of engine

airflow, the effects of boundary layers of outer and inner wall at the engine

inlet and the effect of the distortion of static pressure field owing to the

existence of nose and streamlined struts of the engine have been considered.

After verification of the flow pattern of compressor exit, whose total pressuit
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and total temperature are to be measured, not only the total pressure and
total temperature distributions of one blade channel are measured in accord-
ance with the theory of wake, but also supplementary measurements and
corrections are made for the circumferential non-uniformity of the flow field
of the compressor exit, The blockage errors of total pressure and total tem-
perature rakes are also investigated experimentally. In order to improve the
accuracy of measurement of turbine efficiency and to make requirements of
accuracy of temperature measurement less stringent, turbine inlet tempera-
ture T3 is not measured directly, but calculated by using measured turbine
outlet temperature T*. For making the T measurement, a rotating supporting
mechanism and an optimum design procedure of total temperature thermocouple
are used. In measuring the recovery coefficient of the nozzle and augmented
temperature of the engine. the authors utilize a themocuple probe with lag
compensation and a movable supportng mechanism. Boundary parameters of
engine jet stream at the nozzle exit are measured with boundary thermo-
couples and boundary total pressure probes.
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AN EXPERIMENTAL INVESTIGATION OF THE ROTATING STALL, SURGE AND

WAKE BEHIND THE ROTOR FOR A SINGLE STAGE AXIAL COMPRESSOR

Zhang Weide, Zhang Changsheng, Liu Zhiwei and Liu Jiafeng*

ABSTRACT

From experimental investigations with dynamic testing methods

on the rotating stall, surge and wake behind the rotor of a single

stage axial compressor, the relationship between the rotating stall

and the total turbulence behind the rotor caused by the wake is

obtained. The wave form of the wake behind the rotor shows marked

changes when rotating stall approaches. The wake-induced degree of

total turbulence increases sharply and, therefore, may be used as a

way to predict rotating stall. The total process of rotating stall

and surge as well as the difference between the two and their con-

nection have also been compared.

I. FOREWORD

The rotating stall and surge of axial compressors is an import-

ant problem. The problem of stall and surge is more serious for

compressors and fans with high pressure ratio and large flow rate.

In order to enlarge the stable working range of the compressor, many

measures have been taken, such as air release, rotating stabilizer

blades, double and even triple rotators, etc. These measures usually

bring about a great deal of structural complexity or the downgrading

of the performance of the whole generator, This indicates that the

mechanism of stall and surge has not yet been understood.

Since the phenomena of rotating stall and surge involve unsteady

flow and viscous flow [1-7], the physical phenomena are so very com-

plex that theoretical studies cannot satisfactorily resolve the

Other comrades who participated in this experimental work are Zbang
Sbuzhen, Lin Qixuen, Wang Zbongyuan, Liu Si (Cillegible), Hu Bigang,
Fan Feida, Sbi Jingxuen and Huang Jiangong.
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problems of instability encountered in real compressors, such as:

the relationship between rotating stall and the wake behind the

rotor, the developmental process from stall to surge, the predic-

tion and monitor of stall and surge, the mechanism to enlarge the

stability range of a compressor, etc. The solution to these prob-

lems relies on more in-depth experimental studies of the develoDment

of the wake behind the rotor, stall and surge and of the inter-

relationship and differentiation between them.

In practical work, there is an urgent need to solve the prob-

lem of predicting and monitoring the rotating stall and surge of a

compressor. This has resulted in the experimental investigation on

the wake behind rotor as reported in this paper.

The purposes of our investigation are:

1. To study the development of the wake behind a rotor and its

relationship to rotating stall and to find a possible way to pre-

dict stall.

2. To study the characteristics of rotating stall and surge

and their relationship as well as differentiation.

3. To compare several means of measuring wake, rotating stall

and surge.

II. EXPERIMENT SET UP AND MEASURING DEVICES

1. Experimental station for single stage aiial flow compressor

CReferring to Figure 1). A 250 Kw DC motor with rotational

speed specification of 1250 rev/mmn and acceleration ratio 12.15

provides the power. The torsional work gauge is mechanical (using

optical methods for observation). The test sample, is a K-70 single

stage axial flow compressor. The exhaust section has a bole plate
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Figure 1. Experimental set-up of a single stage axial
flow compressor.

1--DC motor- 2--accelerator; 3--torsional gauge 4--experimental
compressor; 5--exhaust section; 6--flow h61 prate; 7--regulating
valve

12 3 4

123

Figure 2. Arrangement of measuring cross-section

for measuring flow rate and the adjustment valve to regulate flow

rate. There are five measuring cross-sections in the experimental

section--namely, two before the work wheel, one behind the work

wheel and two behind the stabilizer CFigure 2). At each cross-

section, the static pressures of the internal and external wall at
three points can be measured. There are also two stands set at a

definite angle from each other. They are used to install coordinate

frames to measure flow parameters. The major geometrical dimensions

and characteristic parameters for the experimental sample are:

inlet external diameter 298 mm average total pressure ratiow* 1.25

hub-tip ratio 0.61 average absolute thermal 0,9
efficiency TI*

number of moving blades 30 design rotational speeds 15,OQQ rev/
mmn

air flow rate G 5.6 kg/sec
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2. Measuring apparatus

a) Hot wire wind anemometer, one each of DISA 55A01 and 55D01

(55M0l).

Affected part--two hot filaments or films installed in the

2-2 cross section behind the rotor with an angle of 450 and at a

distance of 0.*2,0.4b from the tail edge of the blade.

When measuring the rotating stall, because the propagation

speed of the stall is relatively low, the requirement for the res-

ponse frequency of the affected part, under the single stage situa-
tion, is not high, about 100,200 hertz Cit varies with the rotational

speed). As the wake frequency is dozens of times higher than the

stall frequency, we must carry out square wave experiments to ascer-

tain the frequency response of the affected part. After adjustment,

the frequencys response of the 511 hot element or the 55R type hot

film both reach 5000 hertz or above satisfying the basic requirement.

L§1J~N~LA. 

22Figure 3. Block diagram of beating filament measurement
1--2 hot wires or films; 2--hot wire anemometer 55D01,55AQ1;
3--R-500 7 track magnetic tape recorder; 4-8 trace oscilloscope.;
5--memory oscilloscope SJR-1

b) GGKY-1 type solid piezoresistance transducer

Its range of measured pressure is 0"l kg/mm2 with maximum output
40-70 mV. The maximum diameter of the silicon film is 8 mm. Because
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of its relatively large size, the frequency response is somewhat

weak. It can satisfy the requirement when measuring the rotating

stall but cannot be used for measuring the wake.

Figure 4. Block diagram of solid pressure transducer measurement.

1--total pressure detection pointer 4 00mm Two 3-3 cross-section;
2--inlet cross-section outlet cross-section external wall static
pressure; 3--solid piezoresistance transducer; 4--carrier wave
amplifier; 5--magnetic tape recorder; 6--6scilloscope

c) B&K4135 type microphone condenser

A microphone condenser may be affected by pressure pulse sig-

nals. Since the total pressure in the wake region is less than
that of the principal flow region and the pressure pulsates with

time, it can be used to receive wake pressure signals. The sen-

sitivity is 0.2 mV/pbar, frequency response is 100 Hz^100,000 Hi,

maximum range 174 (equivalent to a pulse pressure of 0.1 bar). The

microphone condenser is suitable for both wake and stall measure-

ment but its size is still too large C6 mm).

Figure 5. Block diagram of capacitive microphone measurement.

1--total pressure detection pointer 250 mm length; 2--4135 micro-
phone condenser; 3--2107 frequency spectrum analyzer; 4--oscillo-
scope; 5--2305 electric recorder
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d) Dynamic temperatdre measurement

Temperature is measured with relatively thin (0.15 mm) thermo-

couples with inertia compensation to increase its frequency res-

ponse. Before compensation, a pre-amplifier (SF-72 data ampli-

fier) amplifies the volt size signals by 100 times. Then an

inertial circuit is used to compensate for its inertia. Noise is

filtered with a low pass filter in the circuit, but because the

cut-off frequency is too low, the response is not very good.

Figure 6. Block diagram of temperature measurement

1--preamplifier; 2--inertia compensation circuit; 3--magnetic
tape recorder; 4--oscilloscope; 5--thermal couple

e) R500C magnetic tape recorder and SJR-l memory oscilloscope

Five channel parameters (2 heating filament channels, two

pressure channels and one temperature channel) are recorded during

the stall experiment. In the wake e:xperiment, because of the high

wake frequency, the wake wave forms are actually photographed on an

SJR-l memory oscilloscope.

III. ANALYSIS OF EXPERIMENTAL RESULTS OF ROTATING STALL AND SURGE

The experimental investigation of rotating stall and surge was

carried out at the rotational speeds of n=5000, 65Q0 and 8Q0 rev/

min, Characteristic curves were obtained in all three cases, and

the parameters for the starting points of stall and wave as well as

the wave forms of the speed, pressure and temperature pulses were

recorded. Measurement of the stall region was taken along the blade
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Figure 7. Experimental apparatus

height. Detailed measurement of the processes from stability

into stall and from stall into surge was also carried out, Exper-

iment was also done on the processes of retreating from stall and

surge.

1. The complete process from steady flow to stall,

At some constant rotational speed, the regulating valve was

gradually closed off in steps to reduce the flow rate. For a long

period in the beginning, there was no pulsing of the hot filament

signal, the solid piezoresistance signal and the temperature sig-

nal, indicating that the compressor was working under stable condi-

tions. When the valve position was at 69 C69 was a mark represent-

ing the degree to which the valve was closed, 0 for fully open, 76

for fully closed), sudden stall occurred. CAt this point, the dis-

charge coefficient C la/lpeak was about 0.3).

The first and second channels are hot films, the third and

fourth channels are pressure transducers and the fifth channel is

temperature.
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Figure 8. Process from stability to stall at rotati.onal
speed 8000 rev/min From top to bottom: the. first and
second channels are heating films, the third and fourth
channels are pressure transducers and the fifth channel
is temperature.

From Figure 8 (the time sequence of Figure 8-Figure 14 are

all from right to left) it can be seen that:

(a) Once stall occurs, regular pulsating waves appear in

speed pressure and temperature, and marked phase differences in the

two filh channels and the two pressure channels, indicating the

formation of stall cells. The pressure is lower and temperature

higher in stall cell regions. CTemperature curve and pressure curve

has 1800 phase difference).

Cb) From the pressure signal, it can be seen that the average

pressure drops markedly when stall occurs.

Cc) From the photograph, it may be observed that the heating

film Cor filament) that receives the speed signals is the most sen-

sitive. The solid piezoresistance transducer shows the stall wave

form about 1.2 ms later than the heating film (may be due to the

longer indicator of the total pressure, about 400 mm). Because the

cut-off frequency of the low pass filter in the inertia compensation

circuit is too low, the response for the temperature signal is insuff-

iclent and the temperature signal is later than the solid piezoresis-

tance by about 35 msec.
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d) One can see from the wave forms for speed and pressure,

the peak is relatively flat, indicating that the region with large

pressure and high speeds is large, while the valley is much sharper,

indicating a relatively smaller region of low speed. This shows

that at the onset of rotating stall, the region occupied by the

stall cells is smaller than the normal region.

e) From actual observations at the experimental site, when

going into stall from stability, the noise of the machine suddenly

increases while a low humming sound appears. The total pressure,
Ps of the after stage drops abruptly, but the cotton balls at the

inlet remain sucked to the dust screen without showing any to-and-

fro motion, indicating the absence of a back flow phenomenon.

According to measurement, the noise decibel value increased from

115 dB to 123 dB Cwhen rotating stall occurred).

2. The developmental process of rotating stall

When the regulating valve continued to be closed beyond posi-

tion 69, i.e., the valve position changed from 69-7072-74, the

discharge rate was reduced further and the corresponding discharge

coefficient decreased from 0.3 to 0.?. It can be seen from Figures

9 and 10 that the high pressure region or high speed region Cwave

peak) changes from broad to narrow, indicating the diminishing of

the normal region, and that the low pressure region or low speed

region (wave valley) changes from narrow to broad, indicating the

growth of the stall region. When the valve was closed to position

74 Capproaching surge, with shrieking noise), the speed and press-

ure wave forms became irregular and the stall region became very

broad.

3. The process of going into surge

Surge was entered when the regulating valve was further closed

to position 75 (the discharge coefficient Ca /u peak= 0 .15 at this
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Figure 9. Rotating speed at Figure 10. Rotating speed at 5000
5000 rev/min. The figure on rev/min. Valve position is at 74
the right has valve position for figure at left with the low
70 with broad high pressure pressure region (stall region)
region; the figure on the left already very broad. Valve posi-
has valve position 72 with tion for figure on right is at 72.
narrowing high pressure region
and broadening stall region.

point) when the total pressure P3 at the outlet dropped suddenly.

The water column reading pulsated (no such phenomenon at rotating

stall) and the cotton balls at the inlet dust screen moved back and

forth with sizable amplitude (indicating back flow phenomenon).

There was also abrupt change in the noises.

From Figures 9, 10 and 11, it can be seen that: The transition

from stall to surge is a gradual process. On entering surge, the

wave forms are chaotic. No distinction can be made between the main

flow region and the stall cell region. Apparently, surge is formed

through the gradual growth of stall cells.

From Figure 12, it may be observed that during surge there are

large low frequency pulsations in both pressure And temperature with

frequency about 7 Hz. The phases of temperature and pressure are

opposite.

Summarizing the above, during surge the total air flow enters

unstable flow with a back flow phenomenon. There is an additional

abrupt pressure drop relative to the stall pressure and there is very
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Figure 11. Rotational speed at 5000 rev/min. Valve position at
74 for right figure. Valve position 75 for left figure.

Figure 12. Wave form at surge for rotational speed 8150 rev/min.

low frequency pressure and temperature pulsation (_which can be

observed even in water column readings).

4. Process of receding from stall

Different situations from that of entering into stall arise when

receding from stall.

Ca) The receding from stall is gradual (Figure 13).

(b) There is often a non-steady stall process when receding

from stall, i.e., we have the phenomenon of the splitting apart or

combining together of stall cells, Two kinds of wave forms appear,

one with small amplitude and high frequency (reflecting a situation
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of high average pressure and many cellsl and another with large

amplitude and low frequency (reflecting a situation of low average

pressure and diminishing number of cells) CFigure 14)

Figure 13. Process of receding from stall at speed 8150 rey/min.

Figure 14. Phenomenon of instability during receding from stall
at rotational speed 6500 rev/min.

(c) There is an obvious sluggishness when receding:from.stall.

Onset of stall occurs at valve position 69 with discharge coeffi-

cient around 0.3, while receding from stall occurs with obvious

sluggishness at valve position 67.5 with the discharge rate at

about 0.4.

IV. RELATIONSHIP BETWEEN THE WAKE BEHIND THE ROTOR AND ROTATIONAL

STALL

Macroscopically speaking, when the flow rate is gradually

reduced so that stall is being approached, there does not seem to be

any unusual change in the pressure and temperature. But in reality,
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Figure 15. Velocity wake behind Figure 16. Velocity wake signal
the rotor detected by the hot wire
1--variation of velocity along 1--average velocity; 2--true
the grid distance; 2-- wake region velocity; 3--time average velocity;

.4--time

because the angle of attack is increased, the wake region behind

the rotor blades will increase, and when the wake region enlarges

sharply so that serious separation results, rotational stall will

then occur. Hence, measuring the wake region behind the rotor may

enable us to predict the occurrence of stall.

It can be seen from Figure 15 that the air current forms the

wake region at the tail edge of the blades after passing through the

grid of the work wheel blades. Thus, the flow field behind the grid

is divided into two regions: The wake region and the principal region.

In the wake region the pressure is basically the same as that in the

principal region; however, both the total pressure and the velocity

are lower. Hence, the velocity field and the total pressure field

are non-uniform behind the work wheel and they rotate with the wheel.

Besides, the true velocity and true pressure of the air current in

both the principal and the wake regions pulsate with time, i,e.,

with a degree of turbulence. The fixed heating filament detector

behind the work wheel will be affected by two kinds of signals

CFigure 16), one of which is formed at the filament by the alternat-

ing action of the different time averaged velocities in the principal
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and the wake regions, and the other of which is a random signal

due to the irregular pulsation of the deviation of the actual

velocity from its time average. The filament is affected by the

total turbulence.

In time interval T let the overall average velocity of the

air current be Um the true velocity of the air current be UCt) and

the time average of the true velocity be UCtl. The difference

between the true velocity and its time average is UCt)-UCt) =Av

(Figure 17). Then the total degree of turbulence is

iUt -~ U,3dt

The regular degree of turbulence due to the variation of the time

averaged velocity UCt) is

. "U.)'dt
W. 

T

The irregular random degree of turbulence is

C. U d

Therefore, wV +i='+

Strictly speaking, if the irregular velocity pulsation of the

air flow is an unstable random signal, then it should be replaced

by a global average. The degree of the total velocity turbulence

may be determined by the average square root volt meter in the hot

filament wind anemometer [9].

• V .4V
Degree of velocity turbulence M1O0as -2 --72Y,

where VRMs--average square root turbulence

V --output potential of the hot filament wind speedometer
Cvolt)

Vo --output potential of the hot filament wind speedometerat 0 wind velocity (volt.
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The degree of regular turbulence jo is entirely due to the

fact that the time-averaged velocity of the wake region is lower .

than that of the principal region. The degree of random turbulence

W, is due to the fluctuation of the true velocity about its

time average. According to the data of the stabilizer blade grid,

[7], the degree of turbulence in the principal region behind the

grid is very small, while the degree of turbulence of the wake
A

region is nearly 10 times higher. Thus, it can be argued that W.

is also basically formed by the wake region. The degree of total

turbulence Wum behind the rotor is basically formed by the wake

region and Wum is a sign for the strength and width of the wake

region.

The total pressure of the wake region behind the rotor is less

than that of the principal region. Hence, the variation of the

pressure wake may be measured by connecting a total pressure-detect-

ing needle to the microphone condenser. The average square root of-

the total pressure pulse V 7i may be-computed with the following

equation:

where db--measured decibel value

Figure 17. Result of the spectral analysis of the velocity wake
and pressure wake signals behind the rotor
1--decibel; 2--hot wire signal; 3--microphone condenser signal;4--frequency
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V/'djpsa  -average square root value of the standard pressure

pulse at 0 decibel. It is 2xl -10 bar for the present transducer.

The hot wire signal and the microphone condenser signal were

fed into a 2107 spectral analyzer and a 2305 electric recorder for

spectrum analysis (see Figure 17). The decibel value had a marked

peak at the rotational frequency of the blades which indicated that

this was a wake signal. The spectra on either side of the blade

rotational frequency indicated the random pulses of the air flow.

There were also relatively high peaks at the first and second har-

monics of the rotating frequency.

1. Wave forms at various discharge rates

Figure 18. Wave forms of the wake behind the rotor at different

regulating ralve positions.
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Figure 18 shows the changes in the wave form of the wake

behind the rotor Just before stall. The regulating valve posi-

tion was gradually changed from 50 to 69 (discharge rate decreased

from 0.6 to around 0.3). At larger values of the flow rate (valve

position 50 to 60), the wake region was narrower and the prin-

cipal region was wider with better wave forms. When the flow rate

was reduced to a certain level (valve position 67.5), the wake'

region enlarged and the princial region diminished. There-were

manifest changes in the wave form of the wake. Just before stall

(valve position 69), the change in the wake wave form was marked,

and there were obviously sudden pressure changes in the wake region

(serious separation). The principal region has by now vanished.

Hence, from the wake wave form the approach to stall point can be

determined.

2. Changes in the total pressure pulse and the degree of total

turbulence behind the rotor due to the wake at various regulat-

ing valve. positions

It can be seen from Figure 19 that within the normal working

range (valve position 50,-65) the degree of total turbulence due to

the wake behind the rotor basically remains unchanged. Thus the

size and amplitude of the wake region do not vary very much, When

the flow rate is gradually reduced, so that rotational stall is

approached, the degree of total-turbulence begins a sharp rise,

At the stall point, it may be a dozen or more times higher than the

normal value.

Figure 20 shows the variation of the degree of total pressure

pulse turbulence at various valve positions. Within the normal work-

ing range (valve position 50" 651, the degree of total pressure pulse

turbulence remains basically uncharged. When the flow rate is grad-

ually reduced, the degree of total pressure turbulence begins to

increase. When stall is approached, it rises sharply,
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Figure 19., Degree of turbulence behind the rotQr due to the wake
at various Valve positions.
1--degree of turbulence; 2--root of blade; 3--middle of blade;
4--tip of blade; 5--valve position
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Figure 20. Variation of degree of total pressure turbulence
behind the rotor with valve positions
1--degree of total pressure turbulence; 2--tip of blade; 3--root
of blade; 4--stall point; 5--stall point; 6--valve positi.on
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3. Degree of turbulence curve represented by the discharge

coefficient '-,(Cie/u I peak

In order to relate to the compressor velocity triangle, we

have calculated the flow rate and discharge coefficient at various

valve positions and found how the degree of turbulence varies

with the discharge rate.

As shown in Figure 21, when the discharge rate- changes fromlasrm
0.60.4, the degree of turbulence Wum remains basically unchanged,

When C-a becomes smaller than 0.4, Wum begins to rise sharply,

Stall is reached when 7l is reduced to 0.3. It follows that we canla
tell that rotating stall is imminent when the degree of turbulence --

begins to rise sharply. This has pointed a way to predict rotating

stall and surge.

Analysis indicates that the angle of attack is about ±50 when

Cla is about 0.60o.4, and that when-Tl decreases, the size of the
la la

wake region increases somewhat, while the amplitude decreases Csince

the time averaged velocity drops). The degree of total turbulence

will increase when the wake region is enlarged, but it will decrease

when the time average velocity is decreased. Hence, the change in

the degree of total turbulence is not large, the curve being flat.

When the discharge coefficient-7la is reduced to less than 0.4, the

angle of attack becomes larger than a constant value. Serious separa-

tion occurs and the wake region enlarges rapidly. The degree of

irregular random turbulence increases sharply. Thus, the degree of

total turbulence also increases sharply. When rotating stall is

reached, the normal flow motion is destroyed wfth the formation of

stall cells. Therefore, the degree of turbulence is increased by

more than a dozen-fold.

V. SUMMARY OF CONCLUSIONS

1. Before rotational stall occurs in a single stage axial flow com-

pressor, the wake region behind the rotor growi rapidly,'the wake
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Figure 21. Variation of degree of total turbulence with discharge
coefficient Cla

1--degree of turbulence; 2--middle of blade from tail edge of
blade; 3--discharge coefficient

wave form changes markedly and the degrees of total velocity and

pressure turbulence due to the wake increase sharply. Within the

normal work range, the degree of turbulence is relatively small.

Its rate of change with the discharge coefficient approaches zero.

When rotational stall is approached, the degree of total turbulence

rises sharply, and its rate of change with the discharge coefficient

also increases to some value. Hence, the wave form of the wake

behind the rotor and the variational pattern of the degree of total

turbulence may be used as a base to predict rotational stall.

2. Before the occurrence of rotational stall, the macroscopic values

of the pressure, temperature and velocity do not show any ciear

changes, but the changes in the wake wave form and in the degrees

of velocity and total pressure turbulence due to the wake are more

pronounced. Therefore, the wave form of the wake behind the rotor

and the degree of turbulence may be used as a major factor to mea-

sure the internal flow process of a compressor. As [6J pointed out,

because of the effect of the wake behind the rotor, when stall

366



approaches, the angle of attack of the air current at the stat-

ionary blades will have greater changes. Hence, the wake behind

the rotor should be further studied.

3. The experimental specimen developed abrupt rotational stall

over the whole blade, while its receding from stall was gradual,

with marked delay. There is a development from quantitative

change to qualitative change in the process of changing from rota-

tional stall to surge. The gradual enlargement of the stall cell

region leads to surge. There is a close correlation between surge

and stall. As soon as surge appears, periodic Stall cells disappear,

and there is a marked back flow phenomenon in the air flow. The

pulse frequency of the air flow is very low Ca few cycles per

second) and the whole air flow is in an unstable state. Judging

from the structure of the air flow, surge and rotational stall are

completely different.

4. The hot wire, microphone condenser, solid piezoelectric trans-

ducer, thermocouple with dynamic compensation can all be used to

measure rotational stall and surge. The hot wire and the micro-

phone condenser must be used to measure the wake behind the rotor.
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Summary

.a Experimentai Investigation of

The Rotating Stall, Surge, and Wake behind the
-Rotor for a Single Stage Axial Compressor

Zhang Weid,. Liu Zhiwe'.

Zhang Ch4ngsheng and Liu lialeng

In order to meet the needs arising from actual practice. this paper studies

mainly the problems of predicting rotating stall and of discriminating between

the rotating stall and surge,

Experimental equipment used includes a single stage axial compressori

driven by a 250 kw D. C. motor. The design speed of the compressor is 15000

rpm.

By means of dynamic measurements. the wake of rotor, rotating stall and

surge of a single stage axial compressor are investigatiid. The rotating stall

is found to be related to the total turbulence caused by the wake behind the

rotor. Experiments show that before rotating stall takes place, the wake range
of rotor widens, the shape of wake changes markedly, and the total turbu.

lence caused by the wake increases sharply. These measurements are made

possible by the hot-wire anemometer. At the same time the total pressure

pulse also sharply increases. Its measurement is made possible by the micro-

phone condenser. Thus the above-mentioned wake-related phenomena may

serve as clear signs that rotating stall is impending.
Experiments also show that, as a result of continuous expansion of the

rotating stall cell, surge takes place. As soon as surge occurs, distinct reverse

flow appears. The flow pulse frequency of surge is far less than that of
rotating stall.

In order to take measurements on the rotating stall and surge, the hot.

-sire, microphone condenser, solid piezoresistance transducer, and thermocou-

pie with dynamic compensation can be used. The sensitivity of hot-wire is

excellent, therefore its use is to be preferred for measuring the wake.
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EXPERIMENTAL INVESTIGATION OF A VAPORIZING
COMBUSTION WITH DOUBLE COMBUSTION SPACES
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EXPERIMENTAL INVESTIGATION OF A VAPORIZING COMBUSTION

WITH DOUBLE COMBUSTION SPACES

ABSTRACT

This paper is the research report on a new type of oil film,

vaporizing combustor with double combustion spaces. The combustor

is to be used in a high temperature, hot wind tunnel to provide a

steady uniform hot gas stream.

The special design features of the pre-vaporizing installation

in the head section and the combustion chamber are introduced first

in this paper. The flow model of the head section of this combustor

with double combustion spaces is obtained through a water visualiza-

tion technique. During the experimental process, the burning is good

with short flames; the flame stays a pale blue even when the com-

bustor is working under oil-rich conditions with an excess air

coefficient of 2.8. The combustion efficiency varies little with

changes in the fuel-air ratio. A large quantity of work has been

done to make the blow-out characteristics of the inner and outer

spaces the same. An effective method to cont:,l the double space

stability is finally found. Studies have also been carried out on

the position of the igniter and the manner of torch ejection, and

good ignition characteristics are obtained, The highest working

temperature of the combustor is close to llQ 0 C, When the outlet

temperature is 9500 C, the temperature variation over the entire out-

let cross-section is no more than ±450C, and the temperature field

coefficient is not larger than 0.07.

Our paper provided a practical combustor design for the above

mentioned purposes. At the same time, the experience gained in the

experiment is also helpful for the development of similar combustion

systems of a gas turbine.

I. DESIGN FEATURES OF THE COMBUSTOR

This vaporizing combustor with double combustion spaces is

designed for the heating process of a hot wind tunnel. According to

371



the requirements of the hot wind tunnel, the combustor should satis-

fy the following conditions:

1. Combustor outlet temperature should be 400-lO0OC; the

highest temperature rise of the gas in the combustor should be

800-900C.

2. The requirements for uniformity and stability of the out-

let temperature field are: When the burning fuel temperature

reaches 10000 C, the largest temperature variation should not exceed
±500 C and the temperature pulsation should not exceed ±25 0C.

3. Ignition of the combustor should be safe and reliable and

the flame should not extend beyond the combustion chamber, This

requires that the combustor possess such characteristics as the uni-

form distribution of the fuel concentration, steadiness of burning,

shortness of the flame, etc. To achieve this, we have designed the

oil film vaporizing single tube combustor with double combustion

spaces, as shown in Figure 1.

The combustion chamber is composed of the outer shell, the flame

tube, the pre-vaporizing head section and the igniter. The outer

shell of the combustor, the tube body of the flame tube and the

igniter are all adapted from available combustor parts with only

minor changes to facilitate manufacturing. Our main mission is to

design the pre-vaporizing head section, to arrange the fuel inlet

and to carry out necessary adjustments through experimentation.

A roll of the principal combustion orifices and a roll of mix-

ing orifices are opened along the flame tube wall. The air that

enters into the inner combustion space through the central inlet

cone is counted in the inlet air volume through the principal com-

bustion orifices. Five air film cooling slots, three of which have

a corrugated strip structure, are provided to cool the firing tube

wall.
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The pre-vaporizing head section consists of the fuel ejection

ring and the vaporizing tube. There are two inter-connecting con-

centric rings in the fuel ejection ring, installed respectively on

the edge of the two vaporizing wall inlets of the vaporizing tube.

The fuel oil is ejected into the prevaporized air stream through

the small holes on the two fuel rings and enters the vaporizing tube

space with the air stream to form an oil film along its internal

and external walls. On the hot wall, the film continues to evaporate

to form the combustion fuel--air-fuel mixture, The pre-vaporized

air-fuel mixture is ejected in a reverse direction through the ring

orifices of the inner and outer outlets of the vaporizing tube into

the first combustion space.

Figure 1. Oil film vaporizing single tube cQmbustor with double
combustion spaces,

1. combustor outer housing 2. flame tube -, vaporizing ring

4. central air inlet cone 5. fuel injection tube
ring 6. air inlet cap

7, inlet section 8. installation
pl:.te 9, igniter

The major characteristic dimensions of the vaporizing annular

tube consist of the outlet area, the area ratio of the inner and
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outer outlet annular orifice, the length of the vaporizing wall

and the height of the vaporizing chamber, etc. The size of the out-

let area is determined by the principle that the excess-air coeffi-

cient of the pre-vaporized mixture should be maintained at a value

close to 1. The ratios of the areas of the inner and outer outlets

and the ratio of the cross-sectional areas of the inner and outer

combustion spaces are basically kept the same, so that the space

of the head section may be optimally utilized. The length of the

vaporizing wall (the distance from the inlet of the vaporizing

annular tube to the outlet cross-section) is designed based on the

empirical data of the evaporation rate of the fuel oil on unit area

of the vaporizing wall [2] so that the oil film will be vaporized

completely. The number II vaporizing annular tube is shorter by

10 mm than the number I tube in order to maintain a good match

between the ejected flow from principal combustion orifice and the

first combusting space.

As for the determination of the number of ejection orifices,

the number should be large if we consider the uniformity of the tem-

perature angle, but consideration must also be given to the pheno-

menon that during fuel supply at low pressure, the upper orifices

and the lower orifices of the fuel ring inject fuel at markedly

differentrates owing to the effect of gravity. Hence, we exper-

imented on the fuel injection ring and came up with the current,

satisfactory design,

The combustor design parameters are as follows:

Name Unit No. I No. I1

combustor inlet area cm' 140. 141.6

maximum combustor area cm as?.& 81i.6

mavimum area of flame tube- cm' 483.5 413.6

0 i ncoing -a!i c-a- -Inlet -area- c B44.2s C20.4 C122.1
r degree of inlet opening (1) BO.30; CO.18 C'O.is

i i i ii , . ....



4 - lengof vaporizing plate mm 120 tic

v egto.!aporizing rinzg space vMm 14 12
CIz? outlet annular gap area A cm 58.8 54.1Ou ter _azaea/ine______

erasace e space 2.83 uS

principal combustion
--7 orifices area ,' - c 49.6 49.6
mixing orifice area'A3 cm1  48.0 48.0

o" air film orifice a reaLA cm2  3S.1 36.8

*3 -total area of open orifice A7_ 175.0 170.9

AriAs 33.3% 31.7%

diameter x wall thickness of fuel O 0oO 5
*. .. injection tube "
o 4~ r-iameter- of fuel injectioih tube MM 0.4 0.4

01
N* o number of fuel inectioni orifices t 45 45

S 16- e fuel injection M l i20 t IT A 20
4 orifices

flow rate of afir Oa kg/sec 1.1

fuel- rate cross section kg/sec 26.2 X 10 4

-tota~l comibuso-r--exc--ss-rk 2
coefficient -a-

N (I I Air inlet cap area/co bustor inlet area
NCM-(21 Ratio of iner and outer crdmtion space a1e7- f - the -flaM- tube-at

tfe outlet cross-sectio of the va2oriz6xq annulax tube.
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_II. EXPERIMENTAL SET UP

The air in this experiment is supplied by a centrifugal press-

urizer (pressure 2 kg/cm 2 , flow rate 2 kg/sec) and enters the ex-

perimental section after preheating in the fuel-mixt-re direct

pre-heater. The fuel is domestic aeronautic kerosene from Daqing.

It enters the evaporizing annular tube through the fuel injection

ring after being pressurized by a gear pump. Figure 2 is the dia-

gram of the experimental section.

Figure 2. Diagram of the experimental section

1--double bole plate 2--experimental combustion chamber 3--outlet

measurement section and observation port 4--butterfly valve

III. FLOW AND COMBUSTION SITUATIQNS

1. Flow model of the flame tube

In order to understand the flow situation in the head section

of the double combustion spaces, a water flow observation has been

made Csee Figure 3) with a simplified one tenth, fan-shaped trans-

parent tester (.the scale is 1:1 but there are not two streams of

gas). Observations indicate that the pre-vaporized air stream,wbich

enters the combustion region in the reverse direction from the vapor-

izing annular tube outlet, forms vortices in the inner and outer

combustion spaces. The vortices are strong and regular but the inner

space and outer space vortices are different. The outer space
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vortex is strong with the center close to the upstream of the head

Q2

-

It. -)',

a a-aONP

Figure 3. Water flow model of the heAd section

1--outer space; 2--inner space

section while the inner space vortex is weak with the center clos-e

to the edge of the injection outlet. Hence, the space in the outer

chamber is fully utilized, but the inner chamber is not. Observa-

tions also show that the length of the outlet directional section

of the vaporizing annular tube has a marked effect on the strength

and size of the vortices. An increase in its length will strength-

en the vortices and make them more stable. This is advantageous

to both the combustion and the outlet temperature field.

2. The combustion situation

The flame color is a direct indicator of the vaporization

situation of the fuel oil in the vaporizing chamber. As computed

and measured in [2J, the length of the oil film in the vaporizing

chamber is strongly affected by the inlet air temperature. When

the inlet temperature is 40%800C, no matter what steps are taken

structurally, there are red flames flickering at the outlet of the

vaporizing annular tube. This indicates that oil film still exists

at the end of the vaporizing wall. This oil film irregularly enters

the combustion region as oil droplets, forming a flickering red flame.
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But when the inlet air temperature is raised to 150n,20 0 'C, the fuel

oil vaporizes completely in the vaporizing chamber, so that even

in the fuel-rich state, the temperature in the combustion chamber

reaches 8401C and the flame remains pale blue and confined to the

interior of the combustion chamber.

Shortening the height of the vaporizing chamber leads to the

increase of air flow velocity in the vaporizing chamber which is

advantageous for the oil film to vaporize. Thus the vaporizing

wall of No. II vaporizing tube is 10 mm shorter than that of No. I,

yet the vaporization characteristics are improved.

IV. COMBUSTION CHARACTERISTICS

1. Ignition characteristics

The reliable air flow rate for ignition is Q,7 and 1.1 kg/sec,

and the total excess air coefficient is 3.4-1-7.Q.

Since the igniter is installed on the external wall of the

outer chamber, decreasing the mixture ratio and air flow velocity

of the outer chamber combustion region is more advantageous to

ignition.

Raising the inlet temperature definitely aids ignition. When

the inlet temperature t2 = 4060°C, we find such phenomena as long

ignition time, extension of flame beyond the combustion chamber, etc,

When t2 is increased to 130^-150 0C, the flame at ignition is confined

in the combustion chamber. When the position of the igniter is

shifted forward 17 mm and appropriate changes are made in the manner

the flame is blown in (see Figure 4), experimental results show

that the ignition characteristics are much improved.

It may be considered that the firing chamber of the original

igniter is easily affected by the flow of the cool, combustible

mixture. After the modification, the ftring chamber is not affected
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2

-fan

Figure 4. The igniter and the change in its position,

1--igniter; 2--outer shell of combustion chamber; 3--inlet air;
4--flame tube wall; 5--transition sheath; 6--flow of combustible
mixture; 7--flow of combustible mixture

by the flow of the cool combustible mixture so that a strong enough

torch is produced to ignite the gas mixture, Observations during

the experiment indicate that when the igniter is started without

supplying the principal fuel oil, the torch cannot be seen at the

outlet of the original igniter while it definitely exists for the

improved igniter.

2. Quenching limit for poor fuel mixture

At the onset of our experiment, the situation of a narrow

quenching range for poor fuel mixture and that of mis-matched inner

and outer chamber quenching characteristics with the inner chamber

more easily quenched than the outer chamber, are encountered. Some

structural changes have been made to improve the quenching char-

acteristics in the testing process.

(1) The effect of the volume of pre-vaporized air

We used such methods as reducing the inlet area of the cap

in the head section, reducing the annular gap area of the vaporiz-

ing annular tube outlet and enlarging the air-intake area of the

mixing orifice, etc., to reduce the volume of pre-vaporized air,
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Experiments show that changing the area of the air-intake cap does

not greatly affect the quenching limit for poor fuel mixtures and,

in particular, will not alter the premature quenching of the inner

chamber.

The effect of reducing the area of the mixing orifice or chang-

ing ths gap of the vaporizing tube outlet is also not obvious on

the stability of the inner chamber but is more pronounced on the.

outer chamber Csee Figures 5 and 6).

Decreasing the height of the vaporizing chamber from 14 to 9

mm markedly increases the quenching range of the inner and outer

chambers, and completely satisfies the requirement of the combus-

tion chamber working range.

-- 8 A -IC-la _ --- l =

9

100

r-6 o<U 0H

.. ... . = -- - f f f 0

r, 43-'50*C

1.3 1.IS Il4.2 I
0.8 0.9 1.0 1.1 .2 |. *

Figure 5. Effect of enlarging Figure 6. Effect of the outlet
the mixing orifice on quench- area of the vaporizing annular
ing characteristics, tube on the qcienching character-
Cnote) the area of the mixing istics,
orifices of IC-8 is 21% larger (note the outlet area of IC-22
than that of IC-6. is smaller than that of TC-21

by 14%.

C2) The effect of the separation ring

Installation of a separation ring in the vaporizing annular

tube Csee Figure 7) brings marked changes to the stability of the
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inner and outer chambers: The separation rings with smaller dia-

meters will even give a better stability characteristics for the

inner chamber than for the outer chamber, as shown in Figure 8.

W l -4P- -- 'fA

so.-so O0c

2

3

% % % I N 10, pII 0 . !0 lo1 1.2 1*3 1.4

Figure 7. Diagram showing the Figure 8, Effect of the separa-
position of the separation tion ring on the stability
ring-in the vaporizing annular characteristics
tube..- 1--atmosphere- -2--_nener nAmbrn;
1--outer outlet; 2--outer 3--outer chamber
separation ring; 3--separation
ring; 4--inner outlet; 5--inner
separation ring

Several separation rings of different diameteis.--haye been tested

in an effort to find one with appropriate dimensions to make the

stability of the inner and outer chambers approach each other. The

contons for obtaining the optimal dimensions of the separation

------ring are provided by these experiments as shown in Figure 9. The
optimal area ratio Cfouter/finner ) for air flow rate 0.9

kg/sec is 2.3. and sep ring sep ring optiil for air flow rate 1.2

kg/sec is 2.1. They are very close to the ratio of the inner and

outer outlet areas router outlet/finner outlet - 2,3,

The function of the separation ring may be explained from the

following aspects:

Cal Since the separation ring has a definite thickness, the

circulation area of the vaporizing annular tube is reduced which
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then reduces the volume of pre-vaporized air. When the thickness

of the separation ring is increased to 2.5 mm, the circulation area

is reduced by 21%. Experiments indicate that the stabilities of

both the inner and outer chambers are very improved.

(b) The inner and outer surfaces of the separation ring may

form oil films which cause the fuel to mist poorly. Although this

improves the stability when the inlet air temperature is low, it is

accompanied by the phenomenon of two-phase combustion. However, when

the inlet air temperature is raised to above 150Q"2Q00 C, this effect

is drastically reduced.

Cc) The separation ring changes the distribution of the flow

rates in the inner and outer chambers of the vaporizing annular

tube and, therefore, also changes the ejection speed of the pre-

mixed gas. This is the main cause for the improvement of the stab-

ility of the inner chamber.

C3) The mutual interference of the inner and outer chambers

It is pointed out in E43 that mutual interference exists for

composite injected flames. When they are too close to each other,

the stability of the injected flame at the center will deteriorate.
flame

Hence, it is difficult to make the A stabilities of the inner and

outer chambers of this combustor the same.

3. Combustion Efficiency

The combustion efficiency hardly changes with the total

excess-air coefficient of the combustion chamber, except when the

state of quenching is approached. As shown in Figure 10, when the

quenching range at a poor fuel mixture is widened, the combustion

efficiency fQr the poor fuel mixture is increased. When the inlet

air temperature is increased, there exists an optimal inlet temper-

ature for a maximum combustion efficiency.

' .382



a-
14

1

4I

I I

66S 2.2 z. 3S 3N ;. s f outer f inner

sep ring sep ring op

Figure 9. Graphic solution for the optimal dimensions of the
separation ring.

8 and 0 are respectively the inner and outer chamber quenching
points at G a=1,2 kg/sec.

A and A are respectively the inner and outer chamber quenching
points at G a=0.9 kg/sec.

1.0

0.9-

". -. -10 .g/c e
P; al. og/c

tU'.200"C

3.0 4.0 .0 .0 7.0

Figure 10. Variation of combustion efficiency characteristics
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4. Outlet temperature field

As predicted, after tuning and adjustment, this combustor

yields very good results in the uniformity of the outlet tempera-

ture field. The maximum temperature variation over the outlet

cross- section decreases drastically, The largest non-uniformity

coefficient m =t?,-t? /tI.-* ) reaches 0.1210.13 with the

corresponding temperature field coefficient Q,Q6'0.07. The distri-

bution of temperature is also reasonable, The effects of various

factors on the temperature field are:

0.3 + _ _ _ _

+ / O-1C-4 I=4b-5'Cd
0-IC-4 Vf2t46S*

4 0.2

. ... .. l

i o.

Figure 11. Maximum non-uniformlty coefficient of outlet temperature

1--maximum non-uniformity coefficient TM; 2--+-A certain fuel spray

single space combustor; 3--average outlet temperature t mOC
3m

Cl) Effect of inlet air temperature

When the inlet air temperature is increased from 5 0 C to 2Q0QC,
the outlet temperature field of the combustor is obviously improved

as shown in Figure 11, Raising the temperature of the inlet air

Vis-&-vis combustion, mixing and wall-cooling all tend to make the

temperature field more uniform. But when the separation ring is

not installed in the vaporizing annular tube, raising the inlet air

temperature does not visibly improve the uniformity of the temper-

ature field.
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900- 925*C &a0. 125

Figure 12. outlet temperature field of the combustor'

10

0.2.

w; -zoot

0.94 6.6 0.'91 1. .3k0

2 ~A~JEf/~

Figure 13. Effect of enlarging the mjx: ng orifice on radial
temperature distributionl.
(NOTE: The mix1 ng orifice of ICI_4 is increased by 17% over that
of-IC'-3.
1--relative radius If of the outlet cross-section; 2--relative
radial average temperature
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(2) Effect of enlarging the mixing orifice

Enlarging the mixing orifice not only improves the temperature

field not only when the inlet air temperature is increased, but

also at normal temperatures.

Enlarging the mixing orifice Cbut keeping the number of ori-

fices the same) has the direct effect of increasing the strength

and depth of mixing. It tends to improve the mixing process, Also

when the volume of mixed air is increased, the volume of pre-vapor-

ized air correspondingly decreases and hence more fuel is burnt

behind the vaporizing annular tube. This will improve the radial

temperature distribution (see Figure 13).

(3) Effect of the diameter of the separation ring on the

temperature field

Changing the diameter of the separation ring will change the

fuel distribution of the inner and outer chamber, and hence the

temperature distribution of the outlets, Experiment shows that

separation rings with smaller diameters make the temperature dis-

tribution worse with generally a larger maximum temperature varia-

tion and an increased central temperature.

V. CONCLUSIONS

Cl) When the inlet temperature of the combustor ia 1500-2000C,

the outlet temperature is 400-11000 C. When the average outlet

temperature is 9500C, the maximum temperature variation over the

outlet cross-sectlon does not exceed ±450C, and the temperature

variation does not exceed ±200C. The improved ignition installation

is effective in guaranteeing a safe start-up, Thus, a practical,

usable design has been provided for a hot wind tunnel combustor,

C2) Experiment indicates that the fuel pre-vaporization char-

acteristics Qf the oil film vaporizing combustor are good and that
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the vaporizing annular tube, cooled by the oil film, does not over-

heat. At the same time, the vortex flow in the head section of the

double chamber combustor is strong and regular so that the volume

of the combustor head section can be fully utilized. This is

exactly what is required of a smokeless, short annular combustor.

(3) Experiment also shows that the single tube double cham-

ber combustor' has inner and outer chambers with large geometrical

differences which result in obvious difference in flame stability.

Installation of a separation ring in the vaporizing annular tube

will sensitively change the stabilities of the inner and outer

combustion chambers and make them approach each other.

(4) Experiment further indicates that changing the size of

the separation ring will drastically change the radial distribution

of the outlet temperature.
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EXPERIMENTAL INVESTIGATION OF A VAPORIZING COMBUSTION

WITH DOUBLE COMBUSTION SPACES

Tang Ming, Zhu Huillng and Du Qinfang

A Vaporizing Combustor with

Double Combustion Spaces'

Tang Ming, Zhu Huiling and Du Qinfang

-This paper deals with a tubular combustor with a novel type of pre-
vaporizing tube, which is of annular cross-section. It divides the dome of
the combustor into two combustion spaces. Fuel is injected under moderate
pressure into the annular space of the pre-vaporizing tube, through the orifices
on the two fuel-distribution ri-gs. The injected fuel forms toil films on the
two walls.

This combustor is designed to be used as an air heater for the test setup
of a hot wind tunnel. It is required that the combustor furnish a steady uni-
form hot gas stream at a temperature of 400-1100"C and that the flame should
not extend beyond the exit of the flame tube.

Contrary to the usual practice in pre-vaporizing systems, a lean fuel-air
mixture with an excess-air coefficient of nearly unity is adopted in the
design of the pre-vaporizing tube. This requires the entrance area of the
air to be pre-vaporized to make up about 30°s of the total air entrance
area. Air film cooling technique is adopted by using corrugated strips to form
a number of cooling slots. The area of the cooling slots is selected to be about
20% of the total air entrance area. It is found that the cooling effect is
satisfactory.

A centrifugal supercharger is used to supply the air for the tests. The air
flow mass. rate is measured with a dual orifice metering system. The combustor
exit temperature profile is plotted from data obtained simultaneously with
27 nickel-chromiun/nickel.aluminnm thermocouple probes. Two quartz glass
windows are provided for observation purposes on the wall of the combustor.
For most of the test runs, the air flow rate is 1.10 kg (Mass)/sec and the
inlet air pressure is 1.30 kg (force)/cm'.

388



In the process of making adjustments to attain smooth functioning the
following measures have been taken. First water visualization technique was
used on a simplified model of the combhstor to study qualitatively the size,
strength, and position of the recirculating vortices in the primary combustion

zone. This experiment significantly helps to- predict the flame stabilization

tendencies. I
Secondly, during the firing tests of the combustor, the position of the

igniter and the manner of torch ejection were repeatedly adjusted until the
flame is kept within the combustor.

Finally, a number of tests were run to study flame stabilization. At first,
blowout of the flame always occurred earlier in the inner space than in the
outer space. The pre-vaporizing air entrance area and the area of dilution
holes were then varied in turn without noticeable success in synchronizing

the blow-outs in the* two spaces.
It "wai then suggested that a partition-ring of certain dimensions be

placed in the pre-vaporizing tube to control the mixture ejection velocities
at the inner and outer annular exits. This proves to be effective in control-

ling the blow-out characteristics of the flame in the two combustion spaces.
and by varying the size of the partition ring, it is possible to make the blow-

outs in both spaces occur almost simultaneously. The influence of the size of
the partition ring on the blow-out characteristics of either combustion space
was then studied and the test results are given in the form of curves, whose
ordinate is the overall excess-air coefficient corresponding to the blow-out

in either space and whose abscissa is the ratio of areas of the aiiiular

spaces separated by the partition ring. The point of intersection of the two
blow-out characteristic curves gives the optimum size of the partition ring

which makes the blow-out of both spaces occur simultaneously.

As is expected, by using a combustor with the above-mentioned pre.
vaporizing system. the burning is stable, the flame is kept within the com.
bustor, and its color is light blue in the whole range of the following oper.

ating conditions:

Overall excess-air coefficient-2.8-10;
Exhaust gas temperature-4 0 0 -1100"C.

The curve of combustion qfficiency versus the overall excess-air coeffic.

ient is flat except in the neighborhood of the blow-out point.

The uniformity of the exit temperature distribution is quite satisfactory.
The maximum variation of temperature over the entire exit section is less
thsa 451C. when the exhautst gas temperature is as high as 950t. Further.

more, it is not necessaryto preheat the inlet air to a high temperature; a
temperature of 150-2001C is usually high enough to satisfy the requirement

of uniformity.

It may be concluded that a satisfactory tubular combustor with pre.
vaporizing tube of annular cross-section has been developed for the test
setup of a hot wind tunnel. Besides, the experience gained may also be help-

ful in the development of a similar combustor for the combustion system
of a gas turbine. 389



THE COMBUSTION INSTABILITY IN SOLID PROPELLANT ROCKET MOTORS

WITH TUBULAR GRAIN

Wu Xinping

ABSTRACT

This paper discusses the problem of combustion stability of

solid propellant rocket motors with tubular grain, including the

discernment, analysis and suppression of combustion stability, from

certain design considerations. In decision techniques, apart from

confirming that the most reliable method is to measure the oscill-

atory pressure ii the combustion chamber, we also introduce the

experience of discerning the existence of unstable combustion in a

motor from the results of ordinary tests Caverage pressure curve,

copper column pressure, test appearance, etc.J. In theoretical

analysis we derive in this paper the criteria for linear combustion

stability (Equations 20-22) of solid propellant rocket motors with

tubular grain using the energy balance theory. It is also pointed

out that suitably distributing the local gas flow parameter and

reducing the parameter for metal containing propellant will increase

combustion stability. This conclusion agrees with experimental

experience, thus pointing out a way to adjust design parameters to

suppress the combustion instability that may arise in tests produc-

ing such motors. In addition, other suppression procedures are also

introduced and evaluated. It is also pointed out that combustion

instability should be divided into the strong and the weak kinds and

that it is not necessary to eliminate completely the weak instability

of combustion.

I. INTRODUCTION

Unstable combustion is a difficult technical problem frequently

encountered in the design and manufacture of solid propellant rocket

motors with tubular grain. In many countries, there have been some

solid propellant motors which had to be redesigned or even abandoned
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because of the occurrence of unstable combustion. Because of this,

in the past three decades a large amount of research work has been

done on this topic but practical problems are still recurring con-

stantly.

Taking the requirement of engineering applications into consi-

deration, what is urgently needed is a set of methods and principles

that may be used to guide the design, development and production

directly. Although we understand that the research in combustion

instability has not yet matured to such a stage that the unstable

combustion in a motor may be reliably predicted or prevented, yet

it is still possible and profitable by taking advantage of current

scientific theory and practical experience and focusing on motors

with different propellant loading methods to study as well as raise

some opinions which may be used to guide the design work, The work

in Ell belongs to this category. Its author expressed various fund-

amental research (.including theoretical as well as empiricall results

on acoustical instability of combustion with simple mathematical

formulae and derived from them some general principles concerning

the combustion stability of propellant motors with end surface com-

bustion and with circular or star-shaped internal orifice combustion,

which may be used for design considerations. This paper is written

with similar goals, but it emphasizes the discussion on acoustic

instability of combustion for propellant motors with tubular grain

Cincluding single tubular, multltubular and double tubular),

The problems discussed in this paper are concerned with aspects

of discernment, analysis and suppression of combustion instability.

The effect on the linear acoustic instability of combustion of some

design parameters for propellant motors with tubular grain is invest-

igated primarily through theoretical analysis, while various methods

to discern unstable combustion are summarized based on practical T

experiences. Some opinions on bow to slappress the combustion instab-

ility of this type of solid rocket motor are then offered by using

as a basis theory unified with experience.
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II. DISCERNMENT

As is generally known, the most obvious sign of unstable com-

bustion in a solid rocket motor is the irregularity in the press-

ure-time curve. Explosions may result in serious cases. On the

other hand, there are many causes which can lead to abnormality

in the pressure or even explosion while testing a newly designed

solid motor. If the cause(s) cannot be properly determined in time,

then the R & D work will not be able to proceed smoothly.

In the following we will first discuss some experience in the

analysis of normal testing results. A more rigorous method to

discern acoustic instability of combustion will then be described.

1. Analysis of normal test result

The special item of monitoring combustion instability Is gen-

erally not included in the static firing tests at ordinary rocket

testing stations. Yet the functional abnormality of some new rockets

is often discovered first in these static firing tests. Thus, how

to analyze the regular testing results Caverage pressure curve, cop-
per column pressure and test observations, etc.1 to determine whether

combustion instability exists in the rocket motor is often a mean-

ingful technique. From our observation and understanding, the

following noticeable characteristics are associated with rocket

motors with combustion instability during static tests.

Cl) In repeated testing of the same type of motors, the time

at which irregularities in the average combustion chamber pressure

appear, or at which the motor explodes due to excess pressure, is

generAlly about the same, but the repeatability of the changes and

shapes of the pressure-time curve is rather poor. This is because,

although there is regularity in the production of combustion instab-

lity, yet there exists a complexity of factors affecting the initia-

tion and development of combustion instability, such as the composi-

tion and characteristics of the propellant, the geometrical
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dimensions of the loaded'propellant and its condition of loading,
the combustion environment, etc., which cannot be rigorously repeat-

able even though they are basically invariant.

(2) For relatively weak acoustic instability of combustion,

the effect of the acoustic field on the average rate of propellant

combustion in most motors is negative Cthis is more obvious for

many double base propellants) so that the average pressure is lower

than the normal value (Figure la).

For strong, acoustically unstable

combustion, owing to the reinforce-

ment of acoustics, the effect of
the acoustic field to the average -

rate of combustion is always pos-

itive. Thus the so-called "second-

ary pressure peak" will appear

(Figure Ib). Sometimes, accompany-

ing the development of pressure

oscillations from weak to strong,

the corresponding pressure curve

will show a change from being con- -

cave to being convex CFigure lc).

To faciliate comparison, the aver- A OW.

age pressure curves under normal C

combustion conditions and the

oscillatory pressure (the AC part Figure 1

after straigbteningl during unstable combustion as recorded by

high frequency dynamic pressure recording system are shown in

dotted lines.

(3) The copper column pressure gauge has definite values in

indicating combustion instability. When oscillatory pressure exists

in-the combustion chamber, the copper column will deform more under

the oscillatory pressure. Therefore, the pressure obtained from

it may be higher than that under normal conditions and may also be
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higher than the maximum pressure on the average pressure curve,

In the experimental results of some motors undergoing unstable

combustion, the copper column pressure exceeds the maximum curve

pressure by more than 1 fold. At the same time, due to the non-

uniform spatial distribution of the oscillatory pressure field,

the copper column pressures at different testing points in an

experiment may differ widely. But when the combustion instability

is weak, if the average pressure decreases with the pressure oscill-

ation and the average pressure together with the peak value of the

oscillatory pressure is still less than the maximum pressure under

normal conditions, then the copper column pressure will also not

be on the high side. In other words, the copper column pressure

gauge is not sensitive to weak acoustic instability of combustion.

C4) During static testing of a motor under unstable combustion,

sometimes one can hear the noise produced by the abnormal combus-

tion or smell the abnormal odor produced by incomplete combustion.

If the motor should explode, by examining the propellant remnant

after explosion, one can often discover wavy lines, marks or pits.

A directional wavy line is often produced by the oscillation of the

acoustic wave motion normal to it.

2. Measurement of oscillatory pressure and identification of the

vibrational modes.

The most fundamental characteristic of the appearance of unstable

combustion in a solid propellant rocket motor is the existence of

acoustic frequency pressure oscillations in the combustion chamber,

Therefore, the most direct proof of its discernment is to measure

the pressure oscillation in the combustion chamber. The dynamic

pressure measuring system used for this purpose is usually required

to have a frequency response of 0-20 KHz and more, The system

usually consists of such major components as high frequency dynamic

pressure transducer, amplifier, magnetic tape recorder and dynamic

spectral analyzer.
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The acoustic instability of combustion in a solid propellant

rocket motor is the result of the interaction between the combus-

tion process and the pressure oscillation in the combustion chamber.

The space left in the propellant-loaded combustion chamber is equi-

valent to an acoustic chamber that can easily generate spontaneously

excited oscillations. From the theory of acoustics, we know that

any acoustic chamber has a series of normal modes. The most easily

excited modes in a solid propellant motor are usually the various

fundamentals, but sometimes some low-lying, high level modes and

secondary harmonics may also appear. During the testing of a motor,

if transducers can be placed at many positions to rigorously mea-

sure the frequency, amplitude and phase, then it will not be diffi-

cult to identify the vibrational modes of the instability. Com-

pared to motors with propellant filled along the walls, it is more

convenient to install transducers on motors with tubular grain. It

is not only easier to make the film of the transducer parallel to

the empty chamber wall, but there is also more freedom in choosing

the measuring positions.

To identify the vibrational modes of the instability, some

knowledge of acoustics is needed. The most important thing is the

calculation of the characteristic frequencies of the empty chamber.

The geometric shape of the chamber of motors with tubular grain is

fairly simple. Their characteristic frequencies may be calculated

with formulae.

Cl) Longitudinal characteristic frequencies: Usually we can

use the formula for a tube with both ends closed, i.e.,

na

where a represents the sound speed in the burning gas; L represents

the internal length of the combustion chamber; n = 1,2,3...is the

longitudinal frequencies. If we are to take into consideration

the effect of the gas flow velocity, then according to some exper-

imental data [2], we propose that Equation [13 be multiplied by the
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-correction factor Cl-0.57J). J is the ratio of the instantaneous

throat area of the motor to the area of the grain air passage.

The J value decreases as the air passage area increases after

the motor with tubular grain is fired; therefore, the value of I.

may increase somewhat during the operation of the motor.

C2) Tangential characteristic frequencies. The typical gea-

metric shape of the cross-sectional area of the empty chamber of

a motor with tubular grain is a circle or a circular ring (Figure 2).

outer inner middle
annular hole annular bole annularbole

single tubu- double tubular multi-tubular
lar grain grain grain

Figure 2

Since the combustion instability usually does not appear in

radial vibrational modes, we are primarily interested in tangential

modes.

For a cylindrical chamber, the tangential modes are calculated

from the formula

2R (2)

where R is the radius of the circle, m = 1,2,3..,is the tangential

mode order number, R m is the characteristic value. The q m values

of the 1-3 order modes m = 1,2,3 are listed in Table 1, More dAta

may be found in [3, page 395] if needed, Obviously, the inner hole

of the tubular grain will gradually increase in the combustion pro-

cess so that correspondingly ft,c will steadily decrease.
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TABLE 1. VALUES OF 0, F'AND Tm CHARACTERISTIC VALUES OF THE

TANGENTIAL MODE FOR A CYLINDRICAL CHAMBER

1 0.586 1.84 O. 7O

2 0.972 3.05 0.1T1

3 1.33T 4.20 0.490

For an annular cylindrical chamber, a similar formula may

be used for the tangential characteristic frequencies:

where the characteristic values m are already provided by-J4.

The values of are listed in Table 2. The outer annular hole--

the empty space between the inner wall and the loaded propellant,

will have R1 decreasing and R2 constant as combustion progresses.

Therefore, .fa will gradually increase. The middle annular hole

--with combustion surfaces on either side, will have a constant R

during the combustion process. Although R2 /R changes, if we take

R = R, then it can be seen that El varies very little so that ft,a

is nearly constant. It may be approximated as El 0.322.

TABLE 2. VALUES OF El' THE FIRST ORDER TANGENTIAL CHARACTERISTIC

FREQUENCIES FOR AN ANNULAR CYLINDRICAL CHAMBER

.1 2.5 I 3.0 1 .- ,.-5

R=R& 0.304 [0.290.0.258 0.215 0.1851 13 0.145 0.131 0.119 I0.106
R=R 2  *.su j 0.348 .34 .31 068 .41 .59 0.523 0.634j 0.143

R'= it 10.319 0.319 0.320 0.323 10.326 *0.326 10.325 0.325 0.326 0.326

In the table, R1 represents the innner wide radius; R2 the outer

circle radius CR l + R2 )/2.

Analysing the measured principal vibrational frequency values

(also taking into account their time variation) according to the
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above and comparing them with the values computed from Equations

(1-3), the vibrational modes can be basically discerned in many

situations. Of course, the vibrational mode of the combustion

instability of a motor may be singular or composite. The compo-

site vibrational modes must be distinguished in the analysis.

III. ANALYSIS

According to the linear theory of the combustion instability

of a solid repellant rocket motor, the motor may be regarded as

an acoustic spontaneously excited oscillator. On one hand, the

combustion surface of the solid propellant drives with a very small

portion of the released energy, one or several acoustic oscillational

modes of the combustion chamber space. On the other hand, acous-

tic energy is expelled through the exhaust and the acoustic oscilla-

tions of the burning gas are retarded by the acoustic absorption

of the suspended or colloidal particles in the burning gas of the

metal containing propellant, the absorption of the visco-elastic

grain and the dissipation on the inner wall surface of the housing,

etc. For an ordinary motor, among the many damping factors,

usually only the exhaust tube and the damping from the suspended

particles are large enough to be of the same order of magnitude

as the combustion surface enhancement damping. The interaction

between the average flow field and the acoustic field may hve diff-

erent effects under different conditions--enhancement or damping--

but the value is usually much smaller than the combustion surface

enhancement.

Whether the combustion in a solid rocket motor is linearly

stable or not is determined by the balance between the enhancement

and damping of the acoustic energy in the combustion chamber. If

we assume that the various factors of damping and enhancement are

independent (i.e., they may be super-imposed) then according to

the energy balance theory, the criteria for combustion stability of

the motor may be expressed as
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I!

XaK<O C4)

where ai represents the enhancement or damping constant (A=De"s9)

of the acoustic wave amplitude when that enhancement or damping

factor acts alone. Since the acoustic energy density is propor-

tional to the square of the acoustic pressure amplitude, from the

energy point of view, ai is equivalent to half the value or the

relative growth (or decay) of the acoustic energy density produced

by the enhancement (or damping).

From a qualitative point of view, to expose the true nature

of the problem in the simplest.way, we grasp the major contradiction

and neglect the secondary factors, to write Equation C4) concretely

as

a&a, + VO 5
where ab is the combustion surface enhancement constant, an is the

exhaust tube damping constant and a is the colloidal damping
p

constant.

In the following we concretely discuss these three constants.

1. Combustion surface enhancement constant

ab is primarily determined by the combustion surface response

characteristics of the propellant and the distribution of the com-

bustion surface in the acoustic-field. For a particular propellant,

its combustion surface response characteristics is a function of the

acoustic wave frequency and the average pressure. There is as yet

no suitable theoretical method of computation for the combustion

surface response cbaracteristics of solid propellants. It is

mainly dependent upon experimental measurements. The most widely

usei method currently is to measure the response characteristics of

a propellant by using the T-shaped combustor. We equate the cross

sectional area of the combustor to the combustion surface of the

test sample in the T combustor and let the combustion surface enhance-

ment constant--as measured under the condition Cif the experimental

condivl.on is different, then it may be converted to this conditioni
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that the combustion surface is completely under the pressure wave--

be the combustion surface enhancement constant of the T combustor,-

denoted by abT. We also define the dimensionless quantity k-aa/I
(f being the frequency) as the relative amplification of the pro-

pellant. k is still a function of the frequency and press.ure,

Parameters abT and k both reflect the response characteristics of

the propellant. For convenience of expression, we will use the

dimensionless parameter k in our discussions.

If the relative amplification k of the selected propellant is

known within the ranges of variation of the acoustic characteristic

frequency and the combustion chamber pressure of the motor, then

it is not difficult to find the ab of the motor. In Ell, the

formulae have been derived already for the cases of end surface

combustion and inner hole combustion. We will derive the formula

for tubular grain' C(ith both ends enveloped) in a similar way

below and also relate the problem of combustion instability to the

fundamental design parameters of the motor.

According to acoustic theory [3, page 299], ab's relation

with the pressure field may be written as

a6= O(UAIPr)(AIV) C6 a).
where

A- A APd C6b I

- -JPdVC6c I

In the above, A is the comb4stion surface, _ the volume of
-2 -2

the acoustic cavity, PA and py are respectively the average values

of the square of the acoustic pressure amplitude over the whole

combustion surface and over the whole volume. They are determined

by the vibrational mode. 0 is the parameter related to the acous-

tic response characterics of the combustion surface. If Equation

(6) is used to analyze the T combustor, then 0 = ka/4 Ca being the

sound velocity of the burning gas). Substituting into Equation C6 al

we get
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ka
4 , V C7)1

Equation (7) will now be specialized for the various vibra-

tional modes of the motor with tubular grain.

The longitudinal pressure distribution is

P = P oa (niz/L) (8)
where the origin of coordinate z is set at the end surface of the.,

head section of the inner cavity of the combustion chamber, with

the direction of the coordinate axis the same as the longitudinal

axis of the motor. From Equations (8) and C6b,c) we may get
PjA/e=I . Substituting it into Equation C7), the combustion

surface enhancement constant for the longitudinal mode may be
obtained as

where a is the port parameter Cratio of combustion surfaee area

to port area). Since the combustion chamber cavity in the longi-

tudinal direction is sectioned into several parts by the tubular

grain, we should discuss a ,z for each part separately. If the

assumption is made that the partial cavities are acoustically iso-

lated from one another, then a in Equation (9) should be replaced

with x, Cinner cavity port parameter), as (middle. cavity port

parameter) and as Couter cavity port parameter) in the calculation

of ab,z in each partial cavity. If the assumption of acoustic

shorting, then a,,, may be calculated from the overall . value

of the motor. Since there is generally only a small gap between

the end of the combustion chamber and the ends of the tubular grain,

the real situation lies somewhere between the two assumptions.

A safer result may be obtained by using the acoustic isolation

assumption.

The pressure distribution for tangential modes of the cylindri-

cal cavity is
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where the origin of the polar coordinates 0, r is taken to be at

the center of the circle. Jm represents the mth order Bessel

function $ = n r. Substituting Equation C101 into Equation C6b,cl

will yield approximately (D/pA)t1=/F, where F=1-(m/i)" . As In

the derivation of Equation (9) the combustion surface enhancement

constant for tangential vibrational modes of a circular hole is

han C1I)

where

&, = 2LIR (121

Table 1 gives the value of R and F at m = 1, 2, 3t

When R2/R 1 is not too large, the tangential mode pressure dis-

tribution in the cylindrical cavity may be approximated by

e = minMe C131

Similarly, the combustion surface enhancement constant for tangen-

tial mode in an annular hole is
kan 

The annular cylindrical cavity of practical motors may be divided

into two categories as shown in Figure 2. One category is the
"central annual hole" with combustion surfaces on both sides,
The N in Equation C14) should be taken as a, Apparently,

g=2L/B C 5 1

The other category is the "outer annular hole" with combustion

surface on the inside while the outside is the motor housing, The

s in Equation (14) should be taken as m, while

L(d - 2B)/(d - B) (161

In both equations above, B represents the "width" of the corres-

ponding annular ring, i.e., B = R2 -R1. The d in Equation C161

represents. the inner diameter of the combustion chamber.

2. Exhaust pipe damping constant
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Concerning the research on exhatust pipe damping, 4or a long

time the experimental value of an was generally higher than the

theoretical result. The results of different experiments also

vary widely. The usual explanation for these discrepancies s

that additional damping exists because the gas flow separates far

beyond the entrance of the exhaust tube due to the sharp geometric

shape of the tube or to the fact that the inlet corss sectional

area of the exhaust tube is smaller than the cross sectional area

of the combustion chamber. Also other damping factors may have

been neglected to various degrees in the many experiments. There

have been comparisons of the results of several experimental

methods recently which further supports the above view and which

emphasize the importance of the shape of the exhaust tube inlet on

the estimation of an.

For problems like this with complicated practical factors which

have not been resolved theoretically, empirical formulae are usually

used in engineering. Here we shall use the following empirical

equations to calculate the exhaust tube damping constant.

For longitudinal vibrational modes:

astss -04aJ/L C1L71

For tangential vibrational modes

The en in the two equations above corresponds to the various

empirical coefficients used in the various references. For example,

some take *.- 11 and some take .- 1.58"' . We write down coeffi-

cient en in Equations (17), (18) so that more appropriate data-may

beused to distinguish between different cases in the future. Equa-

tions (17), (18) indicate that ant is twice a,,, 4 This is

because, for a longitudinal mode exhaust tube, acoustic energy is

expelled by means of both convection and radiation. The radiation

term is as important as the convection term, while for the tangential
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mode, acoustic energy is expelled only by convection with a negli-

gible radiation term.

3. Colloidal damping constant

Colloidal damping is produced by the exchange of the momentum
and energy between the condensed phase and the gas phase. Through

viscous force and thermal exchange, acoustic energy decays as heat.

Satisfactory theoretical analysis already exists for the damping

effect of a uniform spherical colloid in an acoustic field. The

problem now is that it is difficult to ascertain the distribution

of colloidal size of the combustion products in practical motors.

For simple calculations, we may assume that the magnitude of

the colloidal damping constant a, is approximately in direct pro-

portion to the acoustic frequency f and to the ratio Z of the

colloidal mass per unit volume to the gas mass per unit volume, i.e.,

a,= -CfZ 1

Here we have again introduced an empirical constant cpo. Accord-

ing to theoretical analysis, if the colloidal size is uniform and*

if the optimal dimension is attained for a given acoustic frequency,

then the maximum damping constant that can be obtained is equiva-

lent to £ = 1.57. In practice, the situation may deviate widelyP
from the ideal situation. In Ell, no distinction is made between

the types of motors and propellants. ap = -0.34fZ is used for pre-

liminary analysis. This is rather rough. *As in Equations C171,C81,

we write down the coefficient ep in Equation C19) with no concrete

data substituted for it.

4. Criteria for linear stability

Now, substituting Equations C9), C17), C191 and Equations (ll

or (W.), C18), C19) separately into Equation (5), we can obtain

the following criteria for linear stability of unstable combustions

in a rocket motor with tubular grain as follows:
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Longitudinal mode
2(2eJ + n',Z)/We>k i=1, 2, 3

Tangential mode for circular hole
2F(e.J + .e,ZL1R)1/ ,>h C21A

Tangential mode for annular hole

2(e.1 +e.ZL/ )/f,>k i=2, 3 C221

It must be emphasized that when applying the above criterIA

it is to be understood that k not only changes for different pro-

pellants, but that it is a function of both the frequency and the

pressure for a given propellent. The value of k lies generally

between 0.01-0.1. For most propellents, k's value tends to de-

crease with increasing frequency and to increase with decreasing

pressure. Hence, the effect of frequency on k for different

vibrational modes must be remembered. Generally, the longitudinal.

modes have much lower frequencies than the tangential modes.

Their k Values may be very different. When the design parameters

J or x for a motor are changed, the working pressure of the

motor under most circumstances will also change. Thus k value will

also change.

After analyzing the above criteria, we may offer the follow-

ing opinions concerning the problem of acoustic instability of com-

bustion of a solid propellent rocket motor with tubular grain.

These opinions agree in general with our practical experiences.

Cl) Reducing the port parameter of the motor is advantagenous

to increasing combustion stability. But m is not an independent

design parameter. It is limited by the relation &=IK where K

represents the ratio of combustion surface area to cavity area, If

K's value is to be kept constant Ccorresponding to keeping the

pressure of the combustion chamber constant), the value of J must

vary directly with that of a . For motors with uniformly distri-

buted inner, middle and outer local port parameters using propell-

ent not containing any metal (Z.0), the design parameter contained
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in the LHS of Equations (20)-C22) is just K. For propellents con-

taining metal (Z>O), under the condition of K being kept constant,

the combustion stability will be increased provided J and a values

can be simultaneously reduced.

(2) From the criteria of longitudinal mode stability, dis-

tributing local port parameters uniformly will aid combustion

stability. For the tangential mode, as the annular cylindrical

cavity is generally less stable than the cylindrical cavity, it is

appropriate to choose larger 01 than ,, , . From the point

of view of combustion stability, it is never reasonable to choose

r, much smaller than zz or a,

(3) For rocket motors with tubular grains using metal contain-

ing propellents or using non-metal-containing propellents but with

unreasonably distributed port parameters, acoustic combustion

instability occurs more often during the early period when a. is

large or BJ product is small.

(4) From the appearance of the stability criteria, it seems

that reducing K value will aid combustion stability. However, it

may not be so in reality. For example, the k value of some double-

based propellent increases rapidly with decreasing pressure so that

as a result the increase of the LHS in Equations C20)-(221 due to

lowering K value cannot compensate the increase of k on the RHS.

Decreasing K value, therefore, will make the motor more unstable.

C5) Generally speaking, first order modes (,fundamentals) are

less stable than higher order modes. This is because the colloidal

damping term is generally smallest when n = 1 and m - 1, Also tbe

other secondary damping effects not included in the above criteria

nearly all have positive rates of frequency change.

Finally, it must be stated that motors with tubular grain are

usually loaded free-handedly. If the positions of the grains are
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not strictly fixed, the actual geometric shape of the combustion

chamber cavity may not be regular. Even so, the above analysis

may be approximated and the basic feature of the problem probably

will not be lost. For motors with multiple grain, the above

opinions may still be taken as advice.

V. SUPPRESSION

Our opinion is that, from an engineering technique point of

view, the acoustic combustion instability may be divided into the

strong and the weak categories. The unstable combustions in some

motor leads to obvious pulsation of the average pressure, or even

the secondary pressure peak that may produce explosion, They may

be called "strong instability". Comparatively, comb*ustion instab-

ilities in some motors have small pulsation in average pressure

Cless than a few per cent) with small vibrational pressure Cnot

more than a few atmospheres). They generally do not affect the reli-

ability of the motors. We may call them "weak instabilities".

Obviously, strong combustion instability cannot be allowed for

any motor. It must be suppressed or weakened by using suppression

procedures. :The weak instability should be analyzed concretely.

Some motors with weak combustion instability may still be accepted

in the industry.

Much experience has been accumulated over the years on how to

suppress unstable combustion in solid fuel rocket motors. These

experiences are being gradually understood theoretically. The follow-

ing are some of our experiences.

1. The design parameters w and J of a tubular grain motor

affect its combustion stability. The above analysis has. already

shown the general direction in which the parameters may be selected

or adjusted. For example, if a motor using aluminized propellents

starts to show signs of combustion instability and in its original
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design the difference between the inner and outer port parameters

is large, then we suggest that they may be adjusted to be more

uniformly distributed. If a tangential instability vibrational

mode is discovered for a motor that uses non-metal containing pro-

pellents, then we suggest that one may try to widen the gap a little

in the corresponding cavity along the transverse direction.

2. The combustion instability of a solid propellent motor

tends to move toward the critical state; therefore, it is obviously

insufficient to only pay attention to the design parameters discussed

in the above analysis when we are considering the suppression mea-

sures. It is necessary that we not only consider all the factors

that will affect the magnitude of the empirical parameters included

in Equations (20)-C22), but also consider those factors not included

in the above-mentioned equations. For instance, changing the geo-

metric shape of the grain by installing a number of ledges to break

up the vibrational modes and damp acoustic energy will increase com-

bustion stability. Another way is to choose the propellent with

appropriate visco-elasticity as a replacement for some propellent

that is too hard Chigh elastic modulus) so as to increase the absorp-

tion and damping of acoustic energy by the grain. This may also

facilitate the solution of the combustion instability problem.

3. Metal-containing propellents Cthe most common one contains

aluminum powder) have better acoustic stability because of the

exfstence of colloidal damping during combustion. But there are

motors using aluminized propellent that are unstable, especially

when the motor dimensions are large so that the acoustic character-

istic frequencies are lower. Besides, combustion stability may not

improve and sometimes even become worse when the aluminum powder

content is increased. Superficially, this seems to contradict

Equations (.20)-C22) but if we notice that the ep and k in the equa-

tions may also change, then the situation becomes understandable.

Incidentally, here is an opinion not limited to motors with tubu-

lar grain nor even primarily related to motors of this kina,
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Colloidal damping is Impertant in suppressing acoustic combustion

instability. It is related to the colloid size in the combustion

products and is not a simple problem of increasing the metal con-

tent. Thus, in developing medium and high power metal-containing

solid propellent rocket motors, it is not only important to invest-

igate the combustion mechanism of metals from the point of view of

increasing power, but also from the point of view of increasing the

combustion stability--i.e., to maximize the colloidal damping,

4. It is rare for motors in the tubular grain to use mechan-

ical devices to suppress combustion instability because structural

simplicity is often the goal in this type of motor. Besides, their

structure is not really suitable for the installation of center rod

or separation panels. It is also rare to use methods of drilling

transverse holes in the grain Cwhich do not show obvious effects)

because of the complexity they bring about in the grain production

technique..

V. CONCLUSIONS

The current status of research work on combustion instability

of solid propellent rocket motor is not yet developed to a stage

where reliable prediction and prevention of instability may be

achieved during the product design period. However, it is def ntely

profitable and certainly necessary to actively apply current research

results to identify and analyze the various phenomena of combustion

instability that have arisen during product R & D,

The investigations in this paper on motors wlth tubular grain

indicate:

1. Ordinarily, there is no problem in discerning the existence

of combustion instability in rocket motors with current knowledge

and methods. The characteristic irregularity in the pressure-tlme

curve and the obvious excess of the copper column pressure over the
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maximum curve pressure in a static firing test are often the

important signs for the existence of combustion instability. High

frequency dynamic pressure measurement and analysis is a reliable

method for making clear-cut determination.

2. The effect on combustion stability of the trend of varia-

tion in design parameters as shown by the criteria for linear

stability (Equations (20)-(22)) derived from linear theory basically

agrees with experiments. The main points are: rational distribu-

tion of local port parameters will increase combustion stability;

under the condition that the ratio K of a motor using metalized

propellent is kept constant, the smaller the port parameter (a)

the better; for motors using non-metalized propellent, if the K

value is kept constant, the stability is not sensitive to variations

in s 'a value; the acoustic combustion instability of this kind

of motor frequently occurs in the beginning of the working period,

the lower order vibrational modes being less stable than the higher

order modes.

3. From an engineering technology point of view, acoustically

unstable combustion may be categorized as the strong and the weak

kinds. The weak combustion instability with small average pressure

pulsation and low vibrational pressure amplitude may be tolerable

for some motors. Steps must be taken to suppress or eliminate the

destructive strong combustion Instability.

4. The possible steps to take to solve the problem of unstable

combustion for motors with tubular grain are: adjusting the design

parameters, changing the geometric shape Cadding ledgesl of the

grain, and switching propellent.

Linear theory can only be applied to analyze combustion instab-

ility with small perturbations. Once instability occurs, the limit-

ing amplitude that may be reached and its effect on the average com-

bustion rate are controlled by non-linear factors. Hence, the second
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point in the foregoing conclusions is limited to answer only the

question of whether unstable combustion will occur and not the

question of how strong the unstable combustion will become. Besides,

the gas flow near the head or top section of a motor with tubular

grain is strongly affected by the distribution of local port para-

meters. It is also necessary to investigate further what is the

result of neglecting the effect of the average flow field on the

acoustic field to the conclusions above,
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Summary

The Acoustic Instability of Combustion in

Solid Propellant Rocket Motors with Tubular Grain

Wu Xinping

Combustion instability is an ever recurring problem in the design. devel-

opment. and production of solid propellant rocket motors. Although at the

present stage of technology development, it is still impossible to predict or

to preclude this problem at the start.of a project. many research results and

much engineering experience are now available to make the solution of the

-problem easier than before. The present paper deals with certain design

considerations (including discernment, analysis and supprssion) regarding

_combustion instability of solid rocket motors with tubular or multi.tubular

grain, which burn both internally and externally.

Although the most reliable way to ascertain combustion instability is to

take measurements of the oscillatory pressure in a combustion chamber and

compare them with the theoretical acoustic modes of the chamber, yet some

signs of combustion instability which can be detected from ordinary static

firing tests may be very useful to engineers. It has been found that,in addition

to the secondary peaks appearing in the pressure-time curves, the abnormal

concavity in the curves, which usually appears when double.based propellant

is used and the instability is weak, is another visible sign of the occurrence

of combustion instability. When the combustion chamber pressures measured

by the copper-column pressure pick-ups are higher than usual and show very

large differences between different points of measurement. the presence of

instable combustion is also indicated.

On the basis of the energy balance theory, some linear stability criteria

for tubular grain motors have been derived (see formulae 20-22). The criteria

indicate that combustion stability can be increased by so distributing the port

areas as to make the parameters zi (ratios of local burning surface to local

port are..) as nearly equal as possible and by reducing the values of at (ainly

for grains with aluminized propellants). The criteria also give the ihdt.tsom

that th inst.ble combustion uf motors of this kind, if it happens. .lways
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starts shortly after firing. These conclusions are in fairly good agreement

with engineering experience.

From the engineering point of view, it is suggested that weak co-ibus.

tioa instability is permissible in certain designs, while strong combustion

instability must always be suppressed. In order to preserve the feature of

structural simplicity, mechanical damping devices are seldom employed in

solid propellant rocket motors with tubular grain. Therefore, proper adjust.

ment of design parameters is a very important method to suppress the in-

stable combustion. Otherwise it may be necessary to change the grain confi.
guration or the propellant.
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